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A B S T R A C T

This article presents an active wavelength selection algorithm for multicomponent analysis with tunable infrared sensors. Traditional techniques for wavelength selection operate off-line; as a result, the resulting feature subset is fixed and only optimal for the specific mixtures and noise levels in the training set. To address this limitation, the proposed algorithm interleaves the wavelength-selection and sensing steps so that the feature subset adapts to information from previous measurements. At each point in the process, the algorithm maintains a pool of candidate solutions (i.e., mixtures) consistent with all past measurements, then selects the wavelength that maximizes discrimination across the pool. The algorithm uses a weighting function based on Akaike information criterion to promote parsimonious solutions and balance exploration vs. exploitation strategies. The algorithm is validated experimentally on binary mixture problems with a tunable infrared detector (Fabry-Perot interferometer), and its performance on higher-order mixtures characterized in simulation with a large spectral library. Active wavelength selection outperforms passive strategies, particularly at low signal-to-noise and foreground-background ratios, and when mixture components are similar, in which case the problem becomes ill conditioned.
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1. Introduction

Compact tunable chemical sensors based on Fabry-Perot interferometry have become available in recent years [1,2], offering the prospect of low-cost, portable embedded spectroscopy for chemical identification and quantitative analysis. However, compared to traditional spectroscopy such as Fourier transform infrared spectroscopy (FTIR), these compact tunable sensors generally have lower sensitivity and resolution, which leads to higher sensor noise and greater collinearity. Wavelength selection can help alleviate these problems; by removing uninformative wavelengths, it has been shown both theoretically [3] and experimentally [4–8] that prediction accuracy can be improved. Additionally, since tunable sensors can only scan one spectral line at a time, wavelength selection can significantly speed up the sensing process by avoiding non-informative wavelengths.

Given the combinatorial complexity of the wavelength selection problem, an efficient searching algorithm is crucial to make the process computationally tractable. Several approaches have been proposed in the literature, including various randomized algorithms such as genetic algorithms [8], simulated annealing [7], colony optimization [8], as well as greedy strategies. A noteworthy greedy search technique is the successive projection method of Araújo et al. [5], which extracts wavelengths that minimize collinearity using the sequential orthogonal projections of the Gram–Schmidt procedure. To further reduce the search space, a common technique is to group wavelengths into individual non-overlapping windows, as in the changeable size moving window scheme of Du et al. [10].

Notwithstanding the effectiveness of these wavelength selection algorithms, their performance is limited by the fact that wavelengths are selected offline using a subset of all the possible mixtures to which the device may later be exposed. For mixture analysis problems of even moderate size (e.g., tens of potential chemicals), and in the absence of prior knowledge of the most likely components (and possibly their relative concentrations), the search will generally produce wavelength subsets that are either highly redundant or too specific to the particular mixtures in the training set.

To address the limitations of these methods, this article presents an adaptive algorithm that interleaves the wavelength–selection and sensing processes. Given a set of previous measurements (i.e., absorption at specific wavelengths), the algorithm generates a pool of candidate solutions, each solution representing a vector of concentrations across all the chemicals in the library, then selects as its
next wavelength the one that maximizes discrimination among the candidate solutions. In this fashion, the algorithm can be viewed as adaptively generating a training set of chemical mixtures for the wavelength-selection process. As the sensing process continues, the training set becomes closer to the test sample, and the selected wavelengths grow more relevant. A weighting function over candidate solutions according to their fitness (i.e., consistency with the measured wavelengths) can then be used to bias the algorithm towards exploration (e.g., during the initial stages) or exploitation (e.g., to promote convergence in the final steps).

We validated the approach through a series of experiments with real and synthetic data. First, we established proof-of-concept on real data from an FPI prototype exposed to binary mixtures (background/foreground) randomly selected from a small library of volatile organic compounds. To make the problem challenging, the foreground component was set to have a concentration 1–2 orders of magnitude below that of the background component; at these levels, repeated sampling at the informative wavelengths for the weaker foreground is necessary before it can be detected. Then, we characterized the approach through simulations of binary mixtures with different degrees of numerical ill-conditioning (i.e., increasingly similar mixture components). Finally, we extended the simulation to complex mixture problems containing up to 15 chemical components from a library of 500 analytes. In all three sets of experiments, a passive algorithm (sequential forward selection) was used as a baseline for comparison purposes. Our results indicate that the adaptive strategy outperforms the passive strategy systematically, particularly in the presence of noise or numerical ill-conditioning.

The remaining sections of this manuscript are organized as follows. Section 2 reviews related work in the areas of active sensing, adaptive sampling and sparse signal recovery. Section 3 describes the proposed active sensing framework, including a strategy to balance exploration and exploitation criteria. Section 4 presents an experimental evaluation of our framework on two-chemical mixture problems with a Fabry-Perot interferometer. Section 5 provides a thorough evaluation of the framework on high-order mixtures using synthetic spectra from a library of 500 chemicals. The article concludes with a discussion of results and directions for future work.

2. Related work

Inspired by the theory of ‘active perception’ [11,12], which states that organisms actively probe their environments to enhance their ability to extract information, the concept of active sensing was originally proposed during the 1980s in the robotics and vision community [13]. In a classic study, Aloimonos et al. [14] proposed an active vision framework to adjust camera geometric parameters (positions, rotation, etc.) to solve 3D reconstruction problems. The authors showed that, by using an active strategy, an otherwise ill-posed problem became well-posed, which dramatically improved the algorithm’s problem solving efficiency. Other problems in robotics and computer vision soon adopted the idea of active sensing, including modeling of facial expressions with temporal information [15], multi-target detection and tracking [16], and robot navigation [17], localization [18] and simultaneously map building and localization [19]. These results show that active sensing works exceptionally well compared to passive methods, especially when the observations are noisy or the problem dynamics must be considered.

Interestingly, a similar concept (adaptive sampling) had already been proposed twenty years earlier in the optimization community. In early work, Kushner and Mockus proposed a stochastic method for function minimization [20,21], a method to be later known as Bayesian optimization [22]. The approach samples the objective function sparsely, then uses a Gaussian process [23] to estimate the objective function and the variance of its estimate at all other locations in sample space. These can then be used to guide the selection process, either by further sampling at the predicted highest/lowest locations to converge to a solution (exploiting) or by sampling areas of high variance to improve the estimation accuracy (exploring).

More recently, adaptive sampling techniques have been developed for sparse signal recovery, an area known as compressed sensing [24]. Compressed sensing uses $\ell_1$ norm regularization to encourage sparsity in the solution of an under-determined linear system. Compressed sensing algorithms generally used random selection of the variables to be measured, but recent work by Haupt et al. [25] has shown that the accuracy of the reconstruction can be improved by use of adaptive sampling, particularly in the case of weak signals. Their algorithm assigns each feature an importance measure that is proportional to the value of that feature and diminishes exponentially over the number of times that feature is sampled. At the beginning, all features are assigned uniform importance; as some features are sampled more frequently, their importance diminishes, allowing other features with stronger values to be sampled. The authors evaluated the method on a telescope star image recovery problem. The proposed adaptive sampling scheme outperformed a non-adaptive scheme, requiring fewer samples to achieve higher star-detection rates.

Adaptive sampling concepts have also been developed in the machine learning literature, where they are referred to as active learning. In contrast with active sensing, where the goal is to select an optimal sequence of features for each test case, the goal of active learning is to select training samples to improve the learning of decision boundaries. In a theoretical study, Castro and Nowak [26] compared the mini–max bounds1 of adaptive and passive classification methods, and showed that adaptive methods have superior error reduction rates with reasonable complexity. These findings are particularly relevant in chemical sensing applications, where collecting or labeling new samples can be laborious. As such, active learning can alleviate this problem by minimizing the required number of samples without reducing the performance. Motivated by this issue, Lomasky et al. [27] proposed an “active class selection” method for the problem of discriminating vapors with an array of chemical sensor. Their method generated the next training instances according to the instability of the class boundaries, the latter being measured by the number of test instances whose classification results change upon inclusion of the previous set of training samples. In related work, Rodriguez et al. [28] developed an active sampling method for sensor array calibration that selected not only the classes of the vapors to be measured but also their concentrations. The authors modeled the preference for a particular concentration $c$ with the pseudo-distribution $P(c) \propto e^{-kc}$, where parameter $k$ can be used to favor low concentrations ($k > 0$) or high concentrations ($k < 0$). Given a sequence of calibration batches $B_1, B_2, \ldots, B_n$ and their respective $k$ parameter sequence $k_1, k_2, \ldots, k_n$, the algorithm selects the value $k_{n+1}$ that provides the lowest cross-validation error on batch $B_{n+1}$.

Active sensing techniques have rarely been used in the context of chemical sensing. One notable exception is the work of DinaKarababu et al. [29], who proposed an optical implementation of active-sensing principles for rapid identification of chemicals. The authors developed a digital micro-mirror device capable of multiplexing certain spectral bands and directing them onto a photo-detector. In this way, the system was able to measure the

---

1 The mini–max bound estimates the best possible error reduction rate (mini) under a worst difficulty scenario (max), where difficulty is measured by the dimensionality of the classification problem and the noise level of the measurements.
projection of the incoming spectral density onto a set of basis vectors, rather than measure the spectral density directly. The basis vectors consisted of the eigenvectors of a covariance matrix probabilistically weighted by the likelihood of different classes based on previous measurements.

While the sparse recovery problem shares some similarities with our multicomponent chemical analysis problem, the latter has a unique characteristic. The objective of signal recovery is to minimize the error between the measurements and the recovered signal; in contrast, in chemical component analysis one seeks to minimize the error between the measurements and the solutions of the underlying linear system that give rise to the IR absorption spectra. This requires solving the linear system explicitly, and validating its solutions not only by the error with respect to the measured absorptions (error in the observation space) but also the error in the estimated concentrations (error in the solution space).

Our early investigations of active sensing focused on temperature-modulated metal oxide sensors (MOX). In [30] we studied the problem of discriminating \( M \) chemicals at a fixed concentration with a single MOX sensor. For this purpose, we used a partially observable Markov decision process (POMDP) combined with a myopic policy that selected sensing actions based on the expected reduction in Bayesian risk. The method was later extended to binary mixtures [31] and arrays of MOX sensors [32]. More recently, our work has focused on mid-IR spectrometry with Fabry-Perot Interferometers which, unlike MOX sensors, have a linear response to concentration. In [33] we proposed a method for concentration-independent chemical identification. This new approach used non-negative matrix factorization [34] to create concentration-independent absorption profiles for each chemical, and linear least squares to fit sensor observations to the response profiles. Later, we extended the framework to the problem of analyzing chemical mixtures [35], which requires an efficient algorithm to search among a factorial combination of mixtures. For this purpose, we developed a multi-modal non-negative linear least squares method and established proof-of-concept on simulated data [35]. The work proposed here significantly extends our earlier solution [35] in three main respects. First, we propose a weighting scheme based on the Akaike information criterion (AIC) to balance exploration and exploitation strategies. Second, and more importantly, we evaluate the approach experimentally on a prototype Fabry-Perot Interferometer. Finally, we perform a thorough evaluation of the approach using higher-order mixtures and increasing degrees of ill-conditioning.

3. Methods

3.1. Problem definition

Consider the problem of estimating the concentration \( \mathbf{x} \) for the analytes in a chemical mixture given the mixture’s infrared absorption spectrum \( \mathbf{b} \). The number of constituents in the mixture \( M \) and their identity are unspecified (i.e., must also be determined), but they can be assumed to belong to a library of \( C \) distinct chemicals with known spectra. Denoting the spectral library by an \( L \times C \) column matrix \( \mathbf{A} \), where each column is the \( L \)-dimensional absorption spectrum of each chemical, the problem can be stated as solving the linear system:

\[
\mathbf{A} \mathbf{x} + \delta = \mathbf{A} \mathbf{1} \left[ \begin{array}{c} \mathbf{x} \\ \delta \end{array} \right] = \mathbf{b}
\]  

(1)

where \( \delta \) is an offset term that accounts for any bias errors. Assuming that samples only absorb energy (\( \mathbf{A}, \mathbf{b} \geq 0 \)) and since concentrations must be non-negative (\( \mathbf{x} \geq 0 \)), the problem consists of solving a partially constrained linear system:

\[
[A1] \left[ \begin{array}{c} \mathbf{x} \\ \delta \end{array} \right] = \mathbf{b}
\]

s.t. \( \mathbf{x} \geq 0 \) and \( \delta \in \mathbb{R} \)

where \( \mathbf{A}, \mathbf{b} \geq 0 \)

For active sensing with a tunable sensor, the \( L \)-dimensional spectrum must be measured one wavelength at a time. As a result, the entire matrix \( \mathbf{A} \) is not available but only the rows for those wavelengths that have already been measured. Let us denote by \( \mathbf{F} = [\lambda_{F_1}, \lambda_{F_2}, \ldots, \lambda_{F_L}] \) the set of measured wavelengths, where \( \lambda_{F_i} \) is the \( i \)th wavelength in the spectrum at sensing step \( i \). Then, using Matlab notation,\(^2\) the actual matrix \( \mathbf{A} \) becomes \( \mathbf{A}(\mathbf{F}, :) \) and the actual sensor observation becomes \( \mathbf{b}(\mathbf{F}) \). Starting from an empty matrix (zero observations), \( \mathbf{A}(\mathbf{F}, :) \) grows by adding one row at a time, as each new wavelength is measured. The goal is to find a small \((N < L)\) sequence of wavelengths \( \lambda_{F} \) such that the corresponding observation \( \mathbf{b}(\mathbf{F}) \) and the spectral library \( \mathbf{A}(\mathbf{F}, :) \) resolve the mixture components and their concentration \( \mathbf{x} \).

\[
[A(\mathbf{F}, :) \mathbf{1}] \left[ \begin{array}{c} \mathbf{x} \\ \delta \end{array} \right] = \mathbf{b}(\mathbf{F})
\]

s.t. \( \mathbf{x} > 0 \) and \( \delta \in \mathbb{R} \)

where \( \mathbf{A}, \mathbf{b} \geq 0 \)

Since Eq. (3) is under-determined for \( N < C \) (i.e., there are more chemicals in the mixture library than measured wavelengths), the problem is only solvable when the solution \( \mathbf{x} \) is assumed to be sparse (\( M \ll C \)). As will be later described, in this paper we assume that the mixture contains at most 15 chemical components out of 500 chemicals in the library \((M \leq 15, C = 500)\).

3.2. Overview of the approach

To solve the constrained linear system in Eq. (3) the proposed algorithm operates in two broad strokes: at each sensing step, it generates a pool of sparse solutions based on previous measurements, then selects the next wavelength to maximize separability among the solutions in the pool. The approach is illustrated in Fig. 1. With the arrival of the \( i \)th measurement at wavelength \( \lambda_i \), the algorithm generates a number of candidate solutions \{ \( \mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_K \) \} through a non-negative least squares solver (see Section 3.3); the use of multiple solutions is needed given the instability of the problem. Each solution (a vector containing the concentration of the \( C \) chemicals in the library) is then transformed into the estimated full spectrum \( \mathbf{b}_i = \mathbf{A} \mathbf{x}_i \), and each spectrum is weighted according to its fitness based on the Akaike information criterion (AIC) to prevent overfitting (see Section 3.4). The wavelength \( \lambda' \) with largest weighted variance \( \sigma_W \) across the solution pool (each solution weighted by its fitness) is then chosen as the next measurement, and the process is repeated. Though other selection criteria may be used (e.g., maximize correlation, goodness of fit, mutual information [36]), weighted variance \( \sigma_W \) is simple to compute and is an approximation of the misclassification risk of the candidates (see Appendix A). The individual steps are described in more detail in the following subsections.

\(^2\) The expression \( \mathbf{A}(\cdot, :) \) denotes the \( i \)th column of \( \mathbf{A} \), whereas \( \mathbf{A}(\cdot,:) \) denotes the \( j \)th row of \( \mathbf{A} \).
3.3. Generating candidate solutions: multi-modal non-negative least squares

The most critical component of the active sensing framework is the multivariate solver for the underlying linear system in Eq. (3). Our implementation uses a non-negative least squares (NNLS) algorithm [37] based on matching pursuit, a numerical technique that finds the best matching projections onto an over-complete dictionary [38]. To promote sparsity, the NNLS algorithm starts with an all-zero solution vector \( \mathbf{x} = [0 \ldots 0]^T \), and adds one nonzero entry to \( \mathbf{x} \) at a time, each entry representing a chemical component; namely, the algorithm computes the gradient term \( \nabla \mathbf{x} = \mathbf{A}^T (\mathbf{b} - \mathbf{Ax}) \) for each chemical in the library, and adds the one whose gradient is largest. Once a new entry has been selected, the pseudo-inverse solution is used to find the minimum–minus the constraints. At this point, if any of the non-zero elements is negative, the solution \( \mathbf{x}' \) is shifted back to the closest point in the feasible area (along any one axis) using the iteration:

\[ \mathbf{x}' = \mathbf{x}' - \alpha (\mathbf{x}' - \mathbf{x}) \]

where \( \alpha = \min \left\{ \frac{x_j}{(x_j - x_j^i) : j \in P} \right\} \)

end while

where \( P \) and \( P' \) are the set of indices of nonzero entries in \( \mathbf{x} \) and \( \mathbf{x}' \), respectively, \( \mathbf{x} \) is the previous feasible solution, i.e., before the non-zero entry was added, and \( x_j^i \) represents the estimated concentration of the \( i \)th chemical in the library. The iteration in Eq. (4) is repeated until all entries in \( \mathbf{x} \) are non-negative.

The process of estimating the local minimum (via the pseudo-inverse) and adjusting to the non-negative constraint\(^4\) is repeated until no more negative entries exist. If the error term over measured wavelengths \( \hat{\epsilon} = \mathbf{b}(\mathbf{F}) - \mathbf{A}(\mathbf{F} : \mathbf{x}_2) \) is large, a new entry is added to the solution vector, and the NNLS process is repeated; otherwise, the process is terminated. A flowchart of the overall process is illustrated in Fig. 2a.

3.3.1. Multi-modality: tracking multiple solutions

The NNLS algorithm generates a single solution, which is problematic for two reasons. First, the underlying linear problem is often ill-defined since only a few wavelengths \( \mathbf{F} \) are measured; this is particularly severe at the beginning of the sensing process. Second, the process of wavelength selection requires a training set of mixtures from which to rate individual wavelengths. To address these issues, our approach wraps the NNLS algorithm around a multi-modal loop to generate multiple solutions. In contrast with heuristic multi-modal optimization techniques, which use random seeds for the search [39], our algorithm takes advantage of the gradient information \((\nabla \epsilon = \mathbf{A}^T (\mathbf{b} - \mathbf{Ax}))\) and the closed-form solution of ordinary linear least squares (i.e., the pseudo-inverse), which significantly improve computational efficiency. Starting with an all-zero solution vector \( \mathbf{x} \), the algorithm selects the top \( M \) entries (according to their gradient \( \nabla \mathbf{x} \)), and transforms each into a feasible solution, as described earlier – see Eq. (4). The result is a set of \( M \) solutions with one non-zero entry (i.e., a single chemical). The best \( N \) of these \( M \) solutions according to their squared error \( \epsilon = \mathbf{b}(\mathbf{F}) - \mathbf{A}(\mathbf{F} : \mathbf{x}) \) are saved to the candidate pool, and used as seeds for the next step to yield \( N \times M \) solutions with 2 non-zero entries (i.e., two chemicals). The best \( N \) of those according to their error \( \epsilon \) are added to the pool, and used as seeds for the next step (solutions with 3 non-zero entries). The process continues until the candidate pool contains a solution whose error \( \epsilon \) is below a pre-specified threshold; duplicate solutions, which may occur due to the parallel searches, are removed in a final step. Parameters \( M \) and \( N \) are set by the user depending on the computing resources available. A flowchart of the resulting MM-NNLS algorithm is shown in Fig. 2b.

3.4. Wavelength selection

The MM-NNLS algorithm returns a pool of candidate solutions, where each solution represents a mixture by its concentration vector across all chemicals in the library. Thus, each concentration vector \( \mathbf{x}_i \) can be used to reconstruct the full spectrum of the corresponding mixture:

\[ \mathbf{b}_i = \mathbf{A}\mathbf{x}_i \]

It is this collection of spectra that can be used as a “training set” for wavelength selection. Caution must be exercised, however, because these spectra are synthesized from solutions \( \mathbf{x}_i \) that were obtained by fitting a small number of absorption wavelengths \( \mathbf{b}(\mathbf{F}) \) – see Eq. (3). As a result, there is the distinct possibility that some of the solutions overfit the noisy measurements \( \mathbf{b}(\mathbf{F}) \). This is particularly problematic at low concentrations, where measurement noise can dominate the sensor response, which may lead the MM-NNLS algorithm to include additional entries (i.e., chemicals) in the solutions.

We illustrate this problem with an example. For this purpose, we randomly selected a binary mixture from a spectral library containing 500 chemicals, then randomly sampled absorption at 20 wavelengths, and added 1% white noise to each of the 20 measurements – refer to Section 5 for details on the spectral library. Then, we allowed NNLS to generate a number of solutions. Results are illustrated in Fig. 3b, with solutions ranked according to the sampled error \( \hat{\epsilon} = \mathbf{b}(\mathbf{F}) - \mathbf{A}(\mathbf{F} : \mathbf{x}_2) \), as well as the true error \( \epsilon = \mathbf{b} - \mathbf{A}\mathbf{x}_2 \) with respect to the noise-free ground-truth full spectrum (assumed known in this case). Fig. 3a shows the solution \( \mathbf{x}_1 \) with the lowest sampled error \( \hat{\epsilon}_1 \), and the solution \( \mathbf{x}_2 \) with the lowest true error \( \epsilon_2 \).
Fig. 2. Flowchart of the non-negative least-squares (NNLS) algorithm (a) and multi-modal NNLS algorithm (b). The shaded blocks in (b) highlight differences between both algorithms.

Even though solution $x_1$ has lower sampled error ($\tilde{e}_1 < \tilde{e}_2$), it overfits the noisy measurements $b(F)$ by using 31 non-zero entries, as shown in Fig. 3c; notice also how solution $x_1$ deviates quite significantly from ground truth at $\lambda = 8.87, 9.07 \mu m$. In contrast, solution $x_2$ has only 4 non-zero entries and has smaller true error ($\epsilon_2 < \epsilon_1$) but unfortunately ranks in position #89 according to the sampled error (the only error that can be measured in practice).

The above example illustrates how, in the presence of noise, the solution with the smallest sampled error can overfit the measurements by using extra complexity (i.e., number of chemicals in

Fig. 3. (a) Projected spectra of the solutions ranked by the sampled error ($b(F) - b(F_j|x_j)$) and the true error over the full spectrum ($b - A x_j$); only the range $\lambda = 8.7 - 9.2 \mu m$ is shown for illustration purposes. (b) The top 100 solutions according to the sampled error, and the corresponding true error. (c) Complexity of each model (i.e., number of components in the mixture) for the top 100 solutions.
the mixture). To address this issue, we rank solutions based on the Akaike information criterion (AIC), an information-theoretic measure that takes into account both error and parsimony [40]. The AIC score can be computed as:

$$AIC_i = -2 \log L_i + 2V_i$$

(6)

where $L_i$ is the likelihood for candidate model $i$, and $V_i$ is its number of free parameters (i.e., number of components in the mixture). For linear regression, assuming the sensor noise at each measurement is uncorrelated with the sensor noise of previous measurements, the formula can be further simplified as [41]:

$$AIC_i = n \times \log \left( \frac{\hat{\epsilon}_i}{n} \right) + 2V_i$$

(7)

where $\hat{\epsilon}_i$ is the number of measured wavelengths, and $\hat{\epsilon}_i$ is the sum-squared error for model $i$, i.e., $\hat{\epsilon}_i = \mathbf{b}(\mathbf{F}_i) - \mathbf{A}(\mathbf{F}_i) : \mathbf{x}_2$. It is these AIC scores that we use to rank candidate solutions, following conversion into likelihoods [40]:

$$w_i = e^{-\Delta \frac{AIC_i}{2}}$$

(8)

where $\Delta (AIC_i)$ is the difference in AIC scores between model $i$ and the best candidate: $\Delta (AIC_i) = AIC_i - minAIC_i$. We then normalize the weights to ensure they add up to one:

$$w_i = \frac{w_i}{\sum w_i}$$

(9)

### 3.4.1. Selection criterion

A number of traditional selection criteria (i.e., maximize correlation, goodness of fit, mutual information [36]) can be used at this point to determine the next wavelength to be sampled. In prior work [35] we used variance as a measure of uncertainty, choosing as the next measurement the wavelength having the highest variance across spectra in the solution pool $\{ \mathbf{b}_i | \forall i \}$:

$$\lambda_{opt} = \max_{\lambda_{opt} \in [1N]} \{ \alpha^2 [\mathbf{b}_i(\lambda_i)] | \forall i \}$$

(10)

where $\lambda_{opt}$ is the next wavelength to be sampled, $\mathbf{b}_i(\lambda_i)$ is the (estimated) absorption at wavelength $\lambda_i$ for mixture solution $i$, and $\alpha^2$ is the variance operator. As shown in Appendix A, the variance at each wavelength is an approximation of the misclassification risk. Thus, by selecting the wavelength with largest variance the algorithm can be viewed as minimizing the risk of choosing the wrong candidate.

However, this approach treats all candidate solutions equally, regardless of their fitness. To address this issue, we then weight each candidate solution as:

$$\lambda_{opt} = \max_{\lambda_{opt} \in [1N]} \{ \alpha^2 [\mathbf{b}_i(\lambda_i)] | \forall i \}$$

(11)

where $\alpha^2$ is the weighted variance, which can be calculated as:

$$\alpha^2_W(x) = \frac{1}{1 - \sum w_i^2} \sum_{i=1}^{N} w_i (x_i - \mu_W)^2$$

(12)

and $\mu_W$ is the weighted mean, calculated as:

$$\mu_W = \sum_{i=1}^{N} w_i x_i$$

(13)

### 3.4.2. Balancing exploitation and exploration

During the initial stages, when only a few measurements are available, the sampling process can be dominated by a few solutions. Whenever this happens, the algorithm invests a large number of measurements to investigate a narrow region of the spectrum (i.e., to discriminate among the few early solutions) rather than explore the global structure of the spectrum in search of new candidates. This often leads to premature convergence. To guard against this problem, our implementation includes a parameter $\xi^2$ that can be used to adjust the spread of the AIC weights:

$$w_i = e^{-\frac{\Delta (AIC)_i}{2 \xi^2}}$$

(14)

Selecting $\xi^2$ is non-trivial, as its value reflects on the credibility of the estimated solutions. If $\xi^2$ is small, the solutions will be weighted aggressively, and active sensing runs the risk of premature convergence to a suboptimal solution. In contrast, if $\xi^2$ is large, the weights become uniform regardless of how different they were before normalization, which may lead to irrelevant features being introduced. Thus, the weighting scheme controls how many solutions to consider for the next measurement, a trade-off commonly referred to as the exploration–exploitation dilemma [42].

To balance this exploration–exploitation dilemma, we propose an entropy-guided method that adjusts the offset parameter $\xi^2$ such that the entropy of the weight landscape $H(\mathbf{W}_2)$ remains constant. Assuming $l$ candidate solutions, the highest entropy $\{\log(l)\}$ is achieved when the weights are uniformly distributed, whereas the lowest entropy $\{0\}$ is obtained when only one of the $l$ solutions has a non-zero weight. Finally, we select a value between these two extremes:

$$H = (\sup \{H(\mathbf{W})\}) - \inf \{H(\mathbf{W})\} + \inf \{H(\mathbf{W})\}$$

$$= (\log(l) - 0) \alpha + 0 = \alpha \log(l)$$

(15)

where the multiplier $\alpha$ controls the balance between exploitation and exploration: i.e., $\alpha = 0$ leads to extreme exploration whereas $\alpha = 1$ leads to extreme exploration. In the studies reported here, we use $\alpha = 0.5$ to balance exploration and exploitation. Once the desired entropy $H$ has been fixed, the last step is to find the corresponding parameter $\xi^2$. Since entropy grows monotonically as $\xi^2$ increases, this can be easily done with a continuous linear binary search; see Algorithm 1.

### 4. Validation on experimental data

#### 4.1. Experimental setup

As a first step, we validated the active wavelength selection algorithm experimentally on a tunable IR sensor prototype. A typical configuration for a tunable IR sensor consists of a Fabry–Perot interferometer (FPI) atop a broadband IR pyroelectric detector [43]. An FPI contains two partially transmitting movable mirrors facing each other at a distance $d$, forming an optical gap characterized by the

$$\sup \{H(\mathbf{W})\} = \sum_{l=1}^{l} \frac{1}{1} \log_{2} \left( \frac{1}{l} \right) \left( \log(\mathbf{W}) \right) = -1 \log(l) = 0.$$
refractive index \( n \); see Fig. 4. As incoming radiation bounces back and forth between the mirrors, only a small portion is transmitted; if these reflections are out of phase, a destructive interference occurs. Thus, only radiation satisfying the resonance condition \( \lambda_m = 2n_0d \beta/m \) can be transmitted (where \( m \) can be any positive integer and \( \beta \) is the angle of incidence). By changing the distance \( d \) between the two mirrors, one can selectively transmit certain wavelengths, and the device becomes a tunable IR sensor.

As illustrated in Fig. 4, to measure IR absorption we place the analyte sample in a gas cell, illuminate the sample with a broadband IR source, and measure the energy \( I \) transmitted through the cell. The absorbed energy is then calculated with respect to the energy \( I_0 \) of a reference sample (air) sampled beforehand:

\[
\alpha = -\ln \left( \frac{I}{I_0} \right)
\]

(16)

Based on Beer’s law, the absorption \( \alpha \) is proportional to the length of the gas cell \( l \) and the analyte concentration \( c \):

\[
\alpha = \varepsilon l c
\]

(17)

where \( \varepsilon \) is the molar extinction coefficient of the sample. With the cell of fixed length, absorption then becomes a linear function of the analyte’s concentration.

For the experiments described here, we used a long-wave FPI sensor (LFP-80105, Infratec, Inc.) with 107 tunings (absorption lines) in the range 8 – 10.5 \( \mu \)m, coupled with a collimated broadband IR source (INTEX 20-1000-R; Intex Inc.) modulated at 10 Hz and 50% duty cycle. We mounted a 10 cm gas cell (66001-10A; Specac Inc.) with ZnSe window (602L08; Specac, Inc.) and a ZnSe focusing lens (LA7542-F, Thorlabs Inc.). The FPI, IR source and sample cell were mounted onto an opto-mechanics fixture (Thorlabs Inc.) to ensure precise alignment. The FPI device was controlled via Matlab through a USB evaluation board provided by the vendor.

The sample delivery system is illustrated in Fig. 5. Vapors from the headspace of 30 mm glass vials are delivered using negative pressure with a pump connected downstream from the sample cell. The pump is modulated at 0.125 Hz with 20% duty cycle to avoid exhausting the headspace and keep the sample concentration relatively stable. Two diluters (1010 precision gas diluter, Custom Sensor Solutions, Inc.) independently mix the foreground and background sample vapors with dry air. Since water and carbon dioxide have major peaks outside of the sensor’s range, air has a negligible contribution to the spectrum.

Eight different volatile commercial chemicals that show absorption peaks in the range of our sensor (8 – 10.5 \( \mu \)m) were used for the experiments; see Table 1. Of those, acetone was chosen as the strong background because it has the strongest absorption peak of all. The remaining seven chemicals were randomly chosen as the weak foreground. Experiments were conducted in a laboratory environment at a temperature of 22.2 °C and standard atmospheric pressure of 760 mmHg.

To illustrate the signal-to-noise ratio that is achievable with the FPI, Fig. 6 shows the full spectrum (107 spectral lines) for a sample of isopropyl alcohol at 2.5% dilution in dry air. Sensor measurements are shown as circles. Passing the full measured spectrum to the NNLs solver in Eq. (2) with \( A_{\text{IR}} \) (8 chemicals plus offset) returns a solution vector \( [\sqrt{\varepsilon}^T]^T \). Multiplying this solution by the library matrix yields the smooth spectrum \( b = [A_{\text{IR}}][\sqrt{\varepsilon}^T]^T \) and reconstructed baseline \( \delta \) shown in the figure. Despite the high level of noise present in the measurements (notice how most measurements are negative, an indication of emitter drift), the solver is able to recover a non-negative baseline and a solution whose spectrum matches that of the ground truth. To estimate the signal-to-noise ratio, we calculate the ratio between the median predicted absorption and the root mean square (RMS) of the error:

\[
\text{SNR} = \frac{\text{median}(b) - \delta}{\sqrt{\frac{1}{N} \sum_{j=1}^{N} (b(j) - b(j))^2}}
\]

(18)

where \( b \) is the reconstructed spectrum, \( b \) is the actual measurement and \( \delta \) is the offset; notice that the absorption is adjusted by the offset \( \delta \) to represent the actual absorption. The resulting SNR of 17.4% illustrates the degree of noise under which the active wavelength selection algorithm has to operate.

### 4.2. Experiment 1: test case

In a first experiment, we illustrate the performance of the active wavelength selection algorithm on a two-chemical mixture problem containing acetone at 2.5% dilution as background, and isopropyl alcohol at 5% as foreground. Fig. 7a shows the full spectra of the background, foreground and the final mixture; circles represent the actual measurements that took place during the sensing process. The background chemical shows a major peak at 8.3 \( \mu \)m, while the foreground has a minor peak at 8.8 \( \mu \)m. Fig. 7d shows the rank of the correct solution as iterations progress; the correct solution is added to the pool at the 5th measurement, and is confirmed (ranked #1) at the 20th measurement.

Fig. 7c shows the total number of solutions considered by the algorithm as the iterations progress, whereas Fig. 7b shows the distribution\(^6\) of selected wavelengths prior to and after the 20th measurement. We observe a typical two-stage pattern emerging from the active sensing process: at first, the algorithm performs a broad sampling of absorption peaks for both chemicals (the exploration stage), then performs a focused search on spectral details and smaller peaks to confirm the identity of the weaker chemical

### Table 1

<table>
<thead>
<tr>
<th>Chemical</th>
<th>Components</th>
</tr>
</thead>
<tbody>
<tr>
<td>Propanol</td>
<td>Propanol</td>
</tr>
<tr>
<td>Acetone (background)</td>
<td>Acetone</td>
</tr>
<tr>
<td>Ethyl alcohol</td>
<td>Ethyl alcohol</td>
</tr>
<tr>
<td>Isopropyl alcohol</td>
<td>Isopropyl alcohol</td>
</tr>
<tr>
<td>Tert-Butyl alcohol</td>
<td>Tert-butyl alcohol</td>
</tr>
<tr>
<td>Air</td>
<td>Air and sensor drift</td>
</tr>
<tr>
<td>Denatured alcohol</td>
<td>Ethyl alcohol, methanol</td>
</tr>
<tr>
<td>Brush cleaner</td>
<td>Raffinates, acetone, methanol</td>
</tr>
<tr>
<td>Lacquer thinner</td>
<td>Toluene, methanol, hexane, light aliphatic naphtha</td>
</tr>
</tbody>
</table>

\(^6\) This distribution was obtained by applying a Gaussian kernel with 0.1 \( \mu \)m standard deviation to smooth the discrete distribution of measurements.
the exploitation stage). The most selected wavelength is around 8.8 μm, which is consistent with an absorption peak for the weak foreground chemical. It is important to note that this shift from exploration to exploitation is not programmed but rather an emerging behavior of the algorithm, driven by the lower SNR from the weak foreground contributing to most of the uncertainty, which the algorithm seeks to minimize.

4.3. Experiment 2: active vs. passive

In a second experiment, we compared the active wavelength selection algorithm against a “passive” baseline algorithm based on sequential forward selection [44]. The passive algorithm selects a fixed subset of wavelengths that best represents the average absorption spectrum across all chemicals in the library: \( b = \sum_{i=1}^{c} A(:,i) \). The passive algorithm works as follows:

- The first wavelength \( \lambda_1 \) is selected (deterministically) as the one with the highest variance in absorption across all chemicals in the library: \( \lambda_1 = \text{max}_i \{ \sigma^2(A(:,i)|v) \} \).

- To select the second wavelength \( \lambda_2 \), the passive algorithm estimates the concentration of each individual spectrum in the library to fit that first measurement \( b(\lambda_1) \); doing so exposes variance at other wavelengths but the first one—which can be fitted with zero error. The second wavelength is then selected as the one with the highest weighted variance across all newly fitted one-chemical spectra.

- To select the third wavelength \( \lambda_3 \), the passive algorithm randomly generates 10,000 two-chemical mixtures to fit the two measurements \( b(\lambda_1, \lambda_2) \), and selects the wavelength with the highest weighted variance across the 10,000 fitted mixture spectra.

- The process is repeated until the desired number of wavelengths has been selected: to select the \( (n+1) \)th wavelength, the passive algorithm randomly generates 10,000 \( n \)-chemical mixtures to form a full-rank linear system to fit all previous measurements. This ensures that neighboring wavelengths, which are generally correlated to those already selected, are not selected before the whole range of the spectrum has been sampled at least once. This idea of decorrelating observations is common in passive wavelength selection methods such as successive orthogonal projection [5].

In contrast with the passive algorithm outlined above, our active algorithm requires no training. To ensure a fair comparison, both methods used the same evaluation function and solver, and were stopped after 20 sensing steps. To measure performance, we computed the rank of the correct solution among those returned by the MM-NNLS solver, averaged over all tests cases. The lower the average rank, the better the method, i.e., a rank of one indicates that the solver has placed the correct solution as the first one in its pool. As a supplementary measure we also used the classification rate, measured as the percentage of trials where the correct solution was ranked as #1.

To perform the comparison, we randomly selected 5 chemicals as foregrounds and diluted them at multiple levels while keeping the background acetone at 100% concentration. Each sample was tested 5 times at dilutions ratios of 1/50, 1/33, 1/20, 1/10 and 1/5, for a total of 125 tests samples (5 chemicals × 5 dilutions × 5 replicates). Fig. 8 shows the average classification rate (1 if the correct solution is ranked as #1; 0 otherwise) and the average ranking of the correct solution achieved by both methods. There is no significant difference at dilution ratios above 1/20; at such concentrations the problem becomes trivial, and both approaches can find the correct solution with only 4–5 measures. At low concentrations, however, active sensing outperforms its passive counterpart.

![Fig. 6. Spectrum for a sample of 2.5% isopropyl alcohol: actual measurements (red circles), estimated solution (blue), zero baseline (green dash line) and estimated offset (green solid line).](image)

![Fig. 7. Test case with acetone as background and isopropyl alcohol as foreground. (a) Background, foreground and the mixture; (b) Sampling frequency distribution before and after confirming the ground truth (20-th iteration); (c) Total number of solutions generated, 20-th iteration (vertical red line); (d) Ranking of the correct solution, ranking #1 (horizontal red line).](image)
in terms of classification rate, and more significantly when considering the average ranking of the correct solution. At the lowest dilution ratio (1/50), active sensing ranks the correct solution as #3 on average, whereas the passive algorithm ranks it at #16. This is largely because active sensing samples the most informative wavelengths repeatedly, avoiding the introduction of new irrelevant wavelengths. This results in a much more compact feature set and, as a consequence, fewer distortions due to noise are introduced to the solver.

4.4. Experiment 3: analyzing the exploration-exploitation tradeoff

In a third experiment, we evaluated the effect of the entropy setting for the AIC weightings described in Section 3.4.2. For this purpose, we randomly picked one chemical five times as the foreground (out of seven chemicals) while keeping the background fixed (acetone). To make the problem more challenging, the foreground/background ratio was set to 1/20 (i.e., background twenty times stronger than foreground). For each of the five foreground cases, we ran experiments with five different AIC weighting entropies of 0.1, 0.3, 0.5, 0.7 and 0.9; settings of 0 (converge to the first solution found) and 1 (never converge) were not considered since they lead to trivial strategies. Each setting was tested ten times for each foreground, for a total of 250 experiments (5 chemicals × 5 dilutions × 10 replicates), or 50 experiments for each entropy setting. From these experiments, we then counted the number of tests for which the correct solution appeared in the candidate pool (NCONF) and the number of tests for which the correct solution ranked as #1 in the pool (NCONF/NCONF). Denoting the total number of tests by N\text{TOT}, we then calculated three measures:

1. The discovery rate, measured as the proportion of times that the correct solution is included in the pool (NCONF/N\text{TOT}).
2. The resolution rate, measured as the number of times the correct solution is confirmed given that it was included in the pool (NCONF/NCONF), and
3. The confirmation rate, measured as the proportion of times the correct solution is selected (NCONF/N\text{TOT}).

Results are shown in Fig. 9. When the algorithm uses a higher explorative setting, the discovery rate in Fig. 9a increases, but at the cost of reducing the confirmation rate in Fig. 9b. The final classification rate shows an asymmetric inverted U curve, suggesting that a tradeoff between exploitation and exploration may be found at an entropy setting around 0.5. Interestingly, as shown in Fig. 9c, too much exploitation appears to be more dangerous than too much exploration. In our case, extreme exploitation leads the algorithm to stop gathering information prematurely, eliminating any chance of discovering the correct solution; in contrast, extreme exploration will tend to evaluate the whole spectrum, with repeated sampling to compensate for noise, allowing the algorithm to slowly converge to the correct solution.

5. Validation on synthetic data

To provide a more thorough evaluation than what can be afforded experimentally, we also analyzed the active wavelength selection algorithm on a large dataset of synthetic IR spectra. The dataset consisted of FTIR spectra (660 spectral lines) from 500 chemicals in the NIST Webbook infrared absorption spectrum database [45]. To simulate the spectral resolution of FTIRs, we convolved the FTIR spectra with a Gaussian filter of 0.1 μm spread, and added white noise (details included in Section 5.1) to each individual wavelength. Each spectrum was normalized to sum up to one. For the subsequent experiments, we compared the proposed active wavelength selection algorithm against the passive algorithm described in Section 4.3. In all cases, we allowed the algorithms to sample each wavelength multiple times.

5.1. Binary mixtures

In a first experiment, we tested the algorithm on a similar two-chemical mixture problem as in Section 4. However, instead of using a fixed background, both foreground and background were randomly chosen from the library. We then evaluated the algorithm at increasing levels of difficulty by adding Gaussian noise with standard deviation from 0% to 35% of the median value of the complete absorption spectrum library. We also evaluated the algorithm as a function of the degree of collinearity between the foreground and background analytes, measured as the condition number of the column matrix containing the spectra of the two chemical components in the target mixture; the higher the condition number, the more collinear the two chemical are. Fig. 10(e–h) illustrates pairs of spectra at different condition numbers: for lowest condition number the two spectra are nearly orthogonal, whereas for the highest condition number all major peaks from both chemicals overlap.

To measure performance, we considered the number of iterations (wavelength measurements) required for the algorithm to converge to the correct solution, with convergence strictly defined as the correct solution being ranked as #1 among all solutions and being 10 times more likely than the second most likely solution. Results are shown in Fig. 10(a–d). At low noise levels, there are no significant differences between both algorithms. As noise levels increase, performance degrades for both algorithms. The effects of noise are considerably amplified by collinearity: when the two spectra are very dissimilar (condition number close to 1) noise has minimal impact, whereas for similar spectra (condition number of 10), the number of required steps increases significantly with noise. The active algorithm consistently outperforms its passive counterpart in all cases.

5.2. Higher-order mixtures

In a second and final experiment, we tested the algorithms on higher-order mixture problems containing up to 15 chemical components. In this case, the noise level was fixed at 1% of the median value of all absorption spectra in the library. As the difficulty of a mixture problem can vary dramatically (i.e., a badly conditioned two chemical mixture can become unsolvable),
we designed a mixture construction policy so that the chosen problems would not be arbitrarily easy or hard. For this purpose, instead of condition numbers we used a random wavelength-selection algorithm to rate the difficulty of one hundred randomly selected 15-chemical mixtures, and selected five mixtures that could be correctly classified 1 – 10% of the times using a maximum of 200 randomly selected measurements; this ensured that the highest-order mixture problems were solvable but non-trivial. For each of these five 15-chemical mixtures, we sequentially removed one component at a time to form chemical mixtures of lower order; this process ensured a graded transition in problem complexity from hard to easy. For each of the resulting 45 mixtures (15 × 5), we evaluated the active and passive algorithms 40 times, each time with different added noise, for a total of 3000 cases.

Results are shown in Fig. 11 in terms of the number of measurements needed for the correct solution to be ranked as #1, up to a maximum of 200 measurements. Since the noise level is low (1%), there is no significant difference between active and passive algorithm for problems with up to four chemicals. With five or more

![Fig. 9.](image)

(a) Discovery rate, (b) resolution rate and (c) confirmation rate. The entropy controls the balance between exploitation (entropy being zero) and exploration (entropy being one).

![Fig. 10.](image)

(a–d) Number of steps needed to converge to the correct solution. (e–h) The corresponding foreground and background for each condition number; spectra were normalized to sum up to one.

![Fig. 11.](image)

The number of steps used to converge to the correct solution with mixture problems up to 15 chemicals.
chemicals, the active algorithm gradually outperforms the passive algorithm. As expected, the number of measurements needed grows exponentially for both algorithms with the number of chemicals, but the active algorithm can solve a significantly more complex problem than its passive counterpart for a fixed sensing budget. As an example, given 100 measurements the active algorithm can solve an 11-chemical mixture problem whereas the passive algorithm can only solve an 8-chemical problem at best. Likewise, to solve a 9-chemical problem the active algorithm requires 70 measurements on average, whereas the passive algorithm requires 130 measurements.

6. Conclusions and discussion

We have proposed an active wavelength selection algorithm for mixture analysis with tunable chemical sensors. The algorithm uses a multi-modal solver to maintain a pool of likely candidate solutions based on previous measurements, then selects its next wavelength as the one which maximizes discrimination among all the candidates in the pool. To address the ill-conditioned nature of the problem, the algorithm promotes sparse solutions with two complementary strategies. First, the algorithm adds mixture components to the candidate solutions in an incremental fashion, from single analytes, to binary mixtures, to ternary mixtures, and so on. Second, the algorithm promotes sparse candidates by means of a weighting function based on the Akaike information criterion. To prevent the search from converging prematurely, the algorithm also uses an entropy-guided normalization method that rebalances the AIC weights such that the strongest candidate solutions do not dominate the wavelength-selection process during the early stages.

The algorithm is first validated experimentally on binary mixture problems with a Fabry-Perot Interferometer. Our results show that active wavelength selection outperforms its passive counterpart, particularly at low concentrations and low foreground-background ratios. We also characterized the algorithm on synthetic data at increasing levels of ill-conditioning and higher-order mixtures, and compared it against a passive algorithm. Active wavelength selection provides higher and more stable performance than passive selection, and more importantly, shows higher tolerance to noise and collinearity. Compared against passive wavelength-selection techniques, which require retraining if additional chemicals are added to (or removed from) the library, active wavelength selection can also be trivially adapted to problems of varying library sizes.

Correlation between neighboring wavelengths can make the library matrix $A(F, ·)$ close to singular. In practice, however, the system rarely selects neighboring wavelengths before the underlying linear system reaches full rank: once observations have been made at certain wavelengths, the NNLS solver will fit the candidate models at those measurements with zero error because the system is under-determined. As a result, variance at those wavelengths will be minimized, and so will be the variance at neighboring wavelengths, significantly reducing the chances that they will get selected at the next iteration. It is not until the linear system becomes full rank that the algorithm begins to sample neighboring frequencies to average out noise.

7. Future work

Heavier penalties on model complexity may be applied by replacing the AIC in our current implementation with the Bayesian information criterion (BIC) [46]. In contrast with the AIC, which uses the penalty term $2V$, BIC penalizes model complexity according to $\log(n)$, where $n$ is the number of measurements. As a result, BIC places increasing penalty as additional measurements are taken, making it more useful when the sampling becomes dense. Alternatively, both scores may be used in combination to obtain a stronger indicator of fitness (i.e., when both criteria agree).

Our framework is not limited to sequential sensing with tunable devices, and may be used with conventional spectroscopic instruments. In this case, one would measure the complete spectrum, and use active wavelength selection to select a few measured wavelengths (discarding the rest) to improve the numerical conditioning of the solution pool. The process (measure full spectrum, then actively select wavelengths) would be repeated until the best solution in the pool dominates other solutions, e.g., its AIC score is $N$ times larger than that of the second solution. Such an approach would be particularly useful when the sample has unknown identity, since the framework automates the process of accurately identifying and quantifying the sample without the need for additional training.

Work is underway to extend the active wavelength selection framework to the problem of tracking chemical mixtures, i.e., when concentrations in a chemical mixture are constantly changing. For portable and tunable devices such as FPI-based sensor, this opens the door for a wide range of real-world applications.
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Appendix A.

In order to reduce computational costs, the variance of each wavelength across all candidate observations in Eq. (10) is used as an approximation of the misclassification risk. Assume the binary classification problem illustrated in Fig. 12. Using Bayesian decision theory [47], its misclassification risk $\mathcal{R}$ can be calculated as:

$$\mathcal{R} = C_{12}P_{12} + C_{21}P_{21}$$

(19)

where $C_{ij}$ is the cost of wrongly assigning a sample to class $j$ when $i$ is the correct class, $P_{ij}$ is the probability of such misclassification: $P_{ij} = \int_{\bar{\Gamma}_{ij}} p(x) dx$, and $\bar{\Gamma}_{ij}$ represents the region where such misclassifications may occur (see Fig. 12). Assume that the noise in observation space is independent and normally distributed, and that both costs are equal ($C_{12} = C_{21} = C$). Since the two distributions are symmetric relative to the classification boundary, the misclassification risk is monotonically related to the distance between the two means ($\mu_1$, $\mu_2$):

$$\mathcal{R} = C_{12}P_{12} + C_{21}P_{21} = \frac{2C}{\sigma\sqrt{2\pi}} \int_{\Gamma_{12}} e^{-\frac{(x-\mu)^2}{2\sigma^2}} dx - \Phi \left( \frac{|\mu_1 - \mu_2|}{2} \right)$$

(20)

Fig. 12. Misclassification risk of a binary classification problem.
where $\Phi(\cdot)$ is a monotonically increasing function. Intuitively, this means that the further the two Gaussian means are, the easier the binary classification problem is.

In our case we have $M$ candidates, so the problem becomes one of $M$ – any classification with total missclassification risk given by:

$$R = \sum_{i,j \neq j} C \times P_{ij} \propto - \sum_{i,j \neq j} \Phi \left( \frac{\mu_i - \mu_j}{2} \right)$$  (21)

This computation is expensive when $M$ is large, as is our case. However, since $\Phi(\cdot)$ is monoton, there also exists a monotonic function $G(w) = \Phi(\sqrt{w}/2)$ such that

$$\Phi \left( \frac{\mu_i - \mu_j}{2} \right) = \Phi \left( \sqrt{\frac{\mu_i^2 - \mu_j^2}{2}} \right) = G(\mu_i - \mu_j)^2$$  (22)

Using the 1st order Taylor approximation: $G(z) \approx G(0) + G'(0) \times z$, we have:

$$R \propto - \sum_{i,j \neq j} \Phi \left( \frac{\mu_i - \mu_j}{2} \right)$$

$$\approx - G(0) + G'(0) \times \sum_{i,j \neq j} |\mu_i - \mu_j|^2 \propto \sigma^2(\mu)$$  (23)

where $\sigma^2(\mu)$ is the variance defined in Eq. (10). Thus, by selecting the wavelength with maximum variance we minimise the missclassification risk.
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