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5.1
Introduction

The topics covered in this chapter establish the connection between gas sensors and pattern recognition, the two fundamental modules of an odor-sensing instrument that are covered in Chapters 4 and 6, respectively. A number of electronic circuits are involved in integrating pattern analysis algorithms with the underlying chemical transduction mechanisms, as shown in Fig. 5.1. First, the response of the odor sensors (e.g., a resistance change) needs to be measured and converted into an electrical signal (e.g., a voltage). This operation is performed by means of interface circuits. Second, the electrical signal undergoes analog conditioning (e.g., filtering) to enhance its information content. Third, the analog signal is sampled, digitized and stored in computer memory (not covered in this chapter due to space constraints). Finally, the sampled signal is digitally preprocessed (e.g., autoscaling) in order to make it suitable for pattern analysis.

This chapter is organized in three basic parts: interface circuits, signal conditioning, and preprocessing. Section 5.2 presents the fundamental interface circuits for the three primary odor sensor types: resistive, piezoelectric, and field-effect. Section 5.3 reviews the primary functions performed by analog signal conditioning circuits. Section 5.4 covers data preprocessing – the first stage of digital signal processing. The issue of sensor and instrumentation noise, one of the most important factors determining electronic-nose performance, is also reviewed in Section 5.5. The chapter con-
5 Signal Conditioning and Preprocessing

5.2 Interface Circuits

Sensor interface circuits constitute the first stage of electronic instrumentation. The purpose of these circuits is to generate an electrical signal that reflects changes in the sensors. Since interface circuits are tightly coupled to the underlying sensing technology, we will focus our presentation on three widely used odor sensors: conductivity (metal-oxide and conductive-polymer chemoresistors), piezo-electric (surface acoustic wave and quartz crystal microbalance), and field effects (metal-oxide field-effect transistors). In addition, this section reviews the issue of operating temperature control, essential for the operation of metal-oxide transducers.

5.2.1 Chemoresistors

In chemoresistive sensors the presence of volatile compounds changes the conductance (or resistance) of the sensing membrane. Interface circuits for these sensors are, therefore, relatively simple since they only involve measuring resistance changes. Two types of resistance measurement circuits are commonly used: voltage dividers and Wheatstone bridges. These circuits are presented and analyzed in the following subsections. Linear versions of these circuits that involve operational amplifiers are presented in section 5.3.5 as a special type of analog signal conditioning. Finally, AC impedance measurement techniques for chemoresistors are briefly reviewed at the end of this section.

5.2.1.1 Voltage Dividers

The standard method for measuring large resistance changes is a voltage divider, as shown in Fig. 5.2a. This instrumentation circuit is very popular due to its simplicity. The resistive sensor is placed in series with a load resistor $R_L$ and connected to a voltage reference $V_{CC}$. The current through the sensitive element and load resistance becomes:

$$I_S = \frac{V_{CC}}{R_S + R_L}$$

(1)

Changes in sensor resistance are then measured as voltage changes across the sensor ($V_S$) or the load resistor ($V_L$). For convenience, we will use the voltage across the load resistor since it is a single-ended measurement and the subsequent derivation becomes simpler. Using Ohm’s Law ($V = IR$), the resulting output voltage becomes:
The value of the load resistor should be selected to maximize the sensitivity of the circuit, that is, the slope of the $V_L - R_S$ curve, which can be calculated as:

\[ S = \frac{\partial V_L}{\partial R_S} = \frac{\partial}{\partial R_S} \left( \frac{R_L}{R_S + R_L} V_{CC} \right) = V_{CC} \frac{-R_L}{(R_S + R_L)^2} \]  

(3)

The maximum of the selectivity is finally determined by finding the zeros of its partial derivative with respect to $R_L$:

\[ \frac{dS}{dR_L} = \frac{\partial}{\partial R_L} \left( \frac{-R_L}{(R_S + R_L)^2} V_{CC} \right) = 0 \]  

(4)

It can be shown that the optimal load resistor is $R_L = R_S$, this is the sensor resistance at the operating point, typically defined by a reference gas (e.g., clean air). The voltage divider is the circuit recommended by several metal-oxide sensor manufacturers [1, 2] but it has several shortcomings. First, the relationship between the sensor resistance $R_S$ and the output voltage $V_L$ is nonlinear since the current $I_S$ through the sensor depends not only on the load resistor but also on the sensor resistance (refer to section 5.3.5.1 for linearization circuits). Second, and more importantly, the circuit is only appropriate for measuring large resistance changes, such as those typical of metal-oxide sensors. Conducting polymer chemoresistors have sensitivities one order of magnitude lower [3] and require the use of Wheatstone bridges.

Fig. 5.2  (a) Voltage divider and (b) Wheatstone bridge for resistive sensors. (c–d) Sensitivity improvements with a gain stage
5.2.1.2 The Wheatstone Bridge

When the resistance changes to be measured are small relative to the baseline resistance of the sensor, the information in the output voltage will consist of small fluctuations superimposed on a large offset voltage. Although the sensitivity can be boosted with a gain stage, the problem remains since a large portion of the dynamic range of the ADC will be ‘wasted’ in measuring the offset voltage. One solution for measuring small resistance changes is to subtract the offset voltage with a second voltage divider, as shown in Fig. 5.2b. The differential voltage in the bridge is:

$$V_{Out} = R_L I_S - R_2 I_2 = R_L \frac{V_{CC}}{R_S + R_L} - R_2 \frac{V_{CC}}{R_1 + R_2} = V_{CC} \left( \frac{R_L}{R_S + R_L} - \frac{R_2}{R_1 + R_2} \right)$$  \hspace{1cm} (5)

As in the voltage divider of Fig. 5.2a, sometimes called a half-bridge circuit, the maximum sensitivity for the Wheatstone bridge is obtained by choosing resistors $R_1$, $R_2$, and $R_L$ equal to the sensor baseline resistance. This measurement approach is known as a deflection method, because the sensor response is measured as a differential voltage when the bridge becomes unbalanced. An alternative approach, known as the null method, consists of adjusting the resistors $R_1$, and $R_2$ to cancel the differential voltage $V_{OUT}$. The sensor resistance is then obtained from the balance condition:

$$V_{OUT} = 0 \leftrightarrow \frac{R_1}{R_2} = \frac{R_S}{R_L} \rightarrow R_S = R_L \frac{R_1}{R_2}$$  \hspace{1cm} (6)

By comparing Eqs. (5) and (6) it can be inferred that, unlike deflection measurements, the null method is insensitive to fluctuations in the supply voltage. The deflection method, on the other hand, is easier to implement and yields faster responses, making it more appealing for dynamic measurements.

It must be noted that the Wheatstone bridge (deflection-method) has the same sensitivity as a voltage divider. Notice that the only difference between Eqs. (2) and (5) is the offset voltage provided by the $R_1 - R_2$ arm, which does not depend on the sensor resistance. The main advantage of the Wheatstone bridge is that it affords higher amplification gains since the offset voltage has already been removed. To illustrate this point, assume a gas sensor that has a resistance that decreases in the presence of an odor, $R_S = R_0(1 - a)$. Figure 5.2c shows the response of both circuits for $0 \leq a \leq 1/3$, $R_1 = R_2 = R_L = R_0$, and $V_{CC} = 10V$. If this signal is to be captured with a data acquisition system that has a dynamic range of 0 V to 10 V, the maximum gain that can be applied to the voltage divider is only $5/3$. Although the Wheatstone bridge has the same initial sensitivity (slope), removal of the baseline offset allows a maximum gain of 10, as shown in Fig. 5.2d. The figure also illustrates the nonlinearity introduced by the deflection measurements.

It is important to mention that voltage dividers and Wheatstone bridges can be used to remove common-mode effects by replacing the load resistor $R_L$ with a reference sensor that is shielded from the variable being sensed by the primary sensor but unshielded from environmental conditions. This approach is widely employed in strain gages to compensate for temperature interference, and in pellistors for both tempera-
ture and humidity compensation [4]. The linearized voltage dividers covered in section 5.3.5.1 are also commonly used for compensation purposes. These types of measurements, based on the ratio between a primary sensor and a reference sensor, are known as ratiometric techniques [5].

5.2.1.3 AC Impedance Spectroscopy

Impedance spectroscopic techniques are commonly used to determine the contribution of the different structures in a device (e.g., surface, bulk, grain, and contacts). Impedance spectroscopy is performed by applying a small-amplitude AC voltage to the sensor and measuring the resulting current. By sweeping the frequency of the AC signal and measuring the impedance at multiple frequencies, an equivalent electrical model can be derived that reveals the contributions of each structure for different gases [6, 7]. Impedance spectroscopy requires specialized (and expensive) test and measurement equipment such as impedance analyzers or frequency response analyzers.

Several studies have proposed the use of impedance spectroscopy to improve the selectivity of chemoresistors. Weimar and Göpel [8] have employed two-point measurements at frequencies between 1 Hz and 1 MHz to extract the complex impedance of a custom tin-oxide sensor with interdigitated electrodes. Figure 5.3a shows the Cole-

![Fig. 5.3](image-url)
Cole impedance plot of a sensor exposed to pure carrier gas, before and after the addition of 10,000 ppm H₂. The parameters of the equivalent electrical circuit shown in the upper right corner of the figure were obtained by fitting the impedance model $R_1 + R_2||C_2 + R_3||Q_3$ (solid line) to the experimental data (dotted). The resistance $R_1$ models contributions from the bulk and the surface of the tin oxide. Contributions from the SnO₂/Pt contacts are modeled by only one parallel component ($R_2$, $C_2$) since the two-point setup cannot separate the impedance of the two electrodes. These contact contributions are responsible for the large semicircle in the figure. The third contribution ($R_3$, $Q_3$), caused by migration of surface species along the grain boundaries at low frequencies, is responsible for the small semicircle in the impedance plot. This contribution becomes inductive in the presence of H₂ (notice that the small semicircle is mirrored with respect to the one for synthetic air). This study indicates that sensitivity to CO, NO₂, and H₂ can be improved by measuring the AC impedance of the sensor at DC, 3 kHz, and 20 kHz, respectively. Qualitatively similar conclusions, shown in Fig. 5.3b have been reported [9]. Amrani et al. [10] have performed impedance spectroscopy at higher frequencies (100–1000 MHz) to characterize conducting polymer sensors. Their results, summarized in Fig. 5.3c, indicate that methanol, ethyl acetate, and acetone (with dipole moments of 1.69 μD, 1.78 μD and 2.88 μD, respectively) induce peaks in the dissipation factor (the ratio of resistance to reactance, $R/X_C$) at different frequencies, with the peak amplitude being a monotonically increasing function of the vapor concentration.

5.2.2

Acoustic Wave Sensors

Instrumentation electronics for acoustic wave gas sensors are more complex than those employed for chemoresistors, as they involve AC signals of high frequency (e.g., MHz range). According to the number of piezo-electric transducers used in the device, acoustic wave sensors can be classified into one-port and two-port devices:

- One-port devices consist of a single transducer that is used both as an input and as an output. The port is used to generate an acoustic signal, which is combined with the charges induced in the device to produce a measurable impedance change, or a shift in resonance frequency if using an oscillator circuit. A representative sensor for this type of device is the QMB, also known as a thickness-shear mode sensor.

- Two-port devices, as the name indicates, have separate inputs and outputs. An input interdigitated transducer (IDT) is used to induce an acoustic signal, which propagates across the surface of the device. When the acoustic wave reaches the output transducer, an electrical signal is regenerated, and its phase and/or amplitude changes with respect to the input signal are used as measurement variables. A representative two-port device is the SAW delay line sensora.

a) One-port or resonant SAW sensor configurations are also employed. A single IDT is placed in the center of the device and mechanical ‘grooves’ are micro-fabricated on the edges of the substrate to reflect the acoustic waves back to the IDT, creating a ‘resonant cavity’ in the center of the device [12].
Three instrumentation configurations, illustrated in Fig. 5.4, are commonly employed for acoustic wave sensors: oscillator circuits, vector voltmeters, and network analyzers. Oscillator circuits can be used for one-port (not shown in the figure) and two-port devices (Fig. 5.4a). The sensor is used as the resonant element in the feedback loop of an RF-amplifier circuit. Mass changes in the sensitive layer induce shifts in the resonance frequency, which are measured with a frequency counter. Oscillator circuits have several advantages, including low cost, relative simplicity, and excellent frequency stability [11]. However, these circuits generally provide information about wave velocity, and not amplitude, which may be necessary to monitor wave attenuations. A second configuration, shown in Fig. 5.4b, overcomes this limitation, providing both wave velocity and amplitude measurements in two-port devices. A signal generator is used to supply an RF voltage to the input transducer, and a vector voltmeter measures phase and amplitude changes at the output IDT relative to the input signal. Vector voltmeters are, however, relatively expensive pieces of laboratory equipment, and their phase measurements are 10–100 times less sensitive than frequency measurements with oscillator circuits. A third alternative, shown in Fig. 5.4c, is to use a network analyzer to perform a complete characterization of the device at multiple frequencies [11, 12].

To compensate for interferents (e.g., temperature, pressure, drift), SAW sensors are typically used in the dual configuration illustrated in Fig. 5.4d. One delay line is coated...
with a sensing film that responds strongly to odors, and the second line is used as a reference to capture only interferent effects. Subtraction of the two signals yields a measurement that is, theoretically, independent of the common-mode interferents [13]. Fig. 5.4e shows a compact, low-power circuit for a QMB sensor [14, 15]. A 10 MHz sensor crystal is connected to an integrated oscillator whose output frequency decreases when odor molecules are absorbed into the crystal coating. The output of the sensor oscillator is compared to a reference oscillator with an uncoated 10 MHz crystal by means of a D flip-flop, which generates the difference frequency.

5.2.3 Field-Effect Gas Sensors

As described in Chapter 4, two configurations can be used in metal-insulator-semiconductor field-effect gas sensors: capacitor (MISCAP) and transistor (MISFET). The two structures depicted in Fig. 4.4 of Chapter 4 yield similar information, the differences being in the required measurement circuits b. In the case of MISCAP sensors, changes in the voltage-capacitance curve can be measured with a small AC-voltage (e.g., 1 MHz) superimposed on a DC-potential [16]. Changes in the $I_D - V_G$ curve of MISFET sensors, on the other hand, may be measured with constant-voltage [17] or constant-current circuits [18]. Figure 5.5 shows a conventional two-terminal arrangement for an n-channel MISFET with a common gate-drain configuration, and a possible constant-current interface circuit [18, 19].

![Fig. 5.5 MISFET gas sensors: (a) two-terminal configuration and (b) possible constant-current interface circuit [18, 19]](image)

b) MISCAPs have a simpler structure and are, therefore, often used for exploratory work [16]
SiC) and, like metal-oxide chemoresistors, require temperature control circuits. Field-effect sensors also suffer from baseline drift, which can be compensated for by using differential configurations having an active gate FET and a passive reference FET [16].

5.2.4 Temperature Control

Metal-oxide gas sensors are commonly operated in the so-called isothermal mode, in which the temperature of the sensor is kept constant during exposure to odors. The simplest and most widely used method for pseudo-isothermal operation consists of applying a constant voltage across the terminals of the resistive heater $R_H$, as shown in Fig. 5.6a. Temperature stability is achieved by using heater materials with a positive temperature coefficient so that the thermoresistive effect serves as negative feedback [20]. This simple constant-voltage operation may be used when temperature stability is not critical.

Improved stability (e.g., to gas-flow cooling effects) may be achieved by controlling the heater resistance rather than the heater voltage [21]. In constant-resistance operation, the sensor heater is placed in a Wheatstone bridge and compared against a reference potentiometer that determines a set-point resistance, as shown in Fig. 5.6b. Deviations from the set-point resistance result in a differential voltage across the bridge, which is used to control a current or voltage source. Capteur Ltd. implements constant-resistance control by using a FET operating as a voltage-controlled current source [22]. Constant resistance, however, requires heater materials with a reasonably high thermoresistive coefficient.

A third alternative consists of embedding a temperature sensor in the substrate [8], or using the heater as a temperature sensor [24, 25]. The latter method, however, also

c) If the sensor is normally operated at low temperature, it is then necessary to shift to a high temperature to burn off excess organic contaminants from the sensor surface [28].

d) The heater resistance $R_{hi}$ is a function of temperature $T$: $R_{hi} = R_0(1 + aT)$, where $R_0$ is the baseline resistance at zero degrees and $a$ is the temperature coefficient. For positive $a$, the heater resistance increases with temperature.
requires a large positive thermoresistive coefficient, which is not the case for certain commercial metal-oxide sensors [26]. Sensor surface temperatures can also be measured with infrared thermometers, but these measurements have been shown to be rather inaccurate [26]. Additional temperature control strategies may be found in the literature [27].

5.3 Signal Conditioning

The electrical signals generated by sensor interface circuits are often not adequate for acquisition into a computer, and must be further processed by a number of analog signal conditioning circuits. The four basic roles of these circuits: buffering, amplification, filtering, and special functions, are surveyed in the following subsections along with a brief review of operational amplifiers.

5.3.1 Operational Amplifiers

Operational amplifiers (op-amps) are analog integrated circuits widely used to implement a variety of instrumentation circuits. Although a thorough coverage of op-amps is beyond the scope of this chapter, we provide a brief review that will allow the reader to analyze the circuits presented in the remaining sections of this chapter. An op-amp, shown in Fig. 5.7a, is essentially a high-gain amplifier that generates an output voltage $V_o = G_{OL} V_d$ proportional to the difference voltage $V_d$ between a noninverting (+) and an inverting input (−). The power necessary to perform the signal amplification ($G_{OL} \approx 10^4 - 10^6$) is derived from the supply voltages (±$V_S$) and, therefore, the output voltage $V_o$ is constrained by $-V_S \leq V_o \leq +V_S$. Op-amp circuits in this open-loop configuration are not practical since very small difference voltages $V_d$ will drive the output voltage to saturation. In addition, the open-loop gain $G_{OL}$ has a limited bandwidth ($G_{OL}$ decays significantly with frequency), and is very sensitive to temperature and power supply fluctuations. For these reasons, op-amps circuits typically contain a feedback loop to control the gain, as shown in Fig. 5.7b.

A large number of these op-amp feedback circuits can be analyzed by assuming ideal op-amp characteristics, primarily (1) infinite open-loop gain and bandwidth $G_{OL}(f) = \infty$, (2) infinite input impedance $Z_{IN} = \infty$, and (3) zero output impedance $Z_{OUT} = 0$. The latter simply implies that loading effects are negligible, that is, $V_o = V_{OUT}$ in the equivalent op-amp circuit of Fig. 5.7a. These ideal characteristics lead to two ‘golden rules’ that are sufficient for analyzing many practical op-amp feedback circuits [23, 29]:

- Rule 1: Inputs stick together. Since the gain is infinite and $V_{OUT}$ must be bounded, the feedback network will enforce an output $V_{OUT}$ that cancels the differential voltage $V_d = 0$.
- Rule 2: Inputs draw no current. This follows from the assumption that $Z_{IN} = \infty$. 
To illustrate the use of these rules, we derive the transfer function of the circuit shown in Fig. 5.7b. From Rule 1 we can establish that the voltage at the noninverting input is equal to the input voltage $V_{IN}$. This allows us to express the current $i_1$ flowing through resistor $R_1$ as $i_1 = V_{IN}/R_1$. Since the noninverting input does not draw current (Rule 2), we infer that the current $i_2$ through resistor $R_2$ is equal to $i_1$. As a result, the voltage at the output becomes:

$$V_{OUT} = V_{IN} + R_2i_2 = V_{IN} + R_2 \frac{V_{IN}}{R_1} = V_{IN} \left( \frac{R_2}{R_1} + 1 \right) = V_{IN}G_{CL}$$

(7)

This circuit is known as a noninverting amplifier since it provides an amplification gain $G_{CL}$ while preserving the phase (sign) of the input voltage $V_{IN}$. 

Fig. 5.7  (a) Op-amp simplified internal model and (b) analysis of feedback circuits. Amplifier circuits: (c) buffer, (d) inverting amplifier, (e) difference amplifier, and (f) instrumentation amplifier
5.3.2 Buffering

The first and simplest application of op-amps is buffering, which is required to isolate different electronic stages and avoid impedance-loading errors. An analog buffer can be implemented with the voltage-follower circuit shown in Fig. 5.7c. This circuit provides (assuming an ideal op-amp) infinite input impedance and zero output impedance.

5.3.3 Amplification

An amplification or gain stage is typically required to bring the signal of the interface circuits to a level that is suitable for the dynamic range of a subsequent analog-to-digital converter. Amplifier circuits can be broadly classified into single-ended or differential. A single-ended signal $V_{IN}$, such as the one from a voltage divider, can be amplified with the noninverting amplifier described earlier in Fig. 5.7b or its inverting counterpart shown in Fig. 5.7d, in which the feedback resistor has been replaced by a potentiometer to allow for manual adjustments of the gain.

In the case of Wheatstone bridge interface circuits, a differential amplifier stage, such as the one shown in Fig. 5.7e, may be used. This simple design, however, presents two basic drawbacks. First, the input impedance is significantly reduced since the $R_1$ resistors are in series with the input signals. Second, accurate matching of the resistor pairs ($R_{A1} = R_{B1}$) and ($R_{A2} = R_{B2}$) is required to ensure that the differential gains are similar and, therefore, provide good common-mode rejection. Due to these limitations, the so-called ‘instrumentation amplifiers’ are commonly used as difference stages. Fig. 5.7f shows a classical instrumentation amplifier design with three op-amps that can achieve high input impedance and common-mode rejection ratio without critical resistor matching [23]. The two op-amps at the input stage provide high differential gain and unity common-mode gain, whereas the second stage generates a single-ended output. Integrated instrumentation amplifiers are conveniently available from several manufacturers, with all components internal to the chip except for $R_2$, which can be connected externally to provide a programmable gain.

5.3.4 Filtering

Analog filters are used to remove unwanted frequency components from the sensor signals. Filters can be broadly grouped into four classes according to their frequency response [30, 31]: low-pass, high-pass, band-pass, and band-reject (Fig. 5.8). Low-pass filters allow frequencies below a cutoff frequency to pass, while blocking frequencies

---

[e] The cutoff frequency is defined as the frequency at which the gain is reduced by 3 dB (or a signal ratio of 0.707)
above the cutoff. High-pass filters perform the opposite function, passing only frequencies above a cutoff. Band-pass filters allow passage of frequencies within a band. Band-reject (or notch) filters allow passage of all frequencies except for those within a, typically narrow, band.

These analog filters can be implemented using passive or active circuits. Passive filters consist of networks of resistors, capacitors, and inductors, whereas active filters utilize active components (e.g., op-amps, transistors), in addition to passive devices, e.g. resistors and capacitors. Active filters are capable of implementing ‘virtual’ inductors by placing capacitors in the feedback loop, thus avoiding the bulk and nonlinearity of inductors. Active filters are suitable for low frequency, small signals, and are preferred over passive filters because they can have gains greater than 0 dB. Conversely, active filters require a power supply and are limited by the bandwidth of the active element. Passive filters have the advantage of being low-noise. Fig. 5.9a shows a passive implementation of a first-order Butterworth (low-pass) filter, with a cut-off frequency $F_C = \left(\frac{2\pi R_2 C_2}{R_1}ight)^{-1}$ and a roll-off slope of 20 dB/decade. Figure 5.9b shows an equivalent implementation with an inductor and a resistor. The active circuit shown in Fig. 5.9c also has a similar frequency response plus a static gain of $R_2 / R_1$. Finally, integrated circuits with low-pass, high-pass, band-pass, and band-reject outputs are also available in a single package from several manufacturers. These circuits, known as state-variable filters, are provided with extensive design formulas and tables and can be easily configured using only external resistors.

- Active filters could also use inductors, although they usually do not.
- Steeper roll-offs may be achieved by cascading several filters in series.
5.3.5 Compensation

A number of special functions may be implemented with analog circuits to compensate for deficiencies, cross-sensitivities, and nonlinearities in the sensor response, and reduce the computational load of a subsequent digital signal processing stage. These circuits perform various functions including linearization, integration, differentiation, logarithmic and antilogarithmic conversion, peak-to-peak and phase detection, and temperature compensation [29]. We now introduce several interface circuits for chemoresistors that can be used to obtain linear resistance-voltage relationships. These circuits are presented here, rather than in Section 5.2.1 with the remaining interface circuits, because they require familiarity with op-amps and they perform a compensation function. Additional compensation circuits for concentration and temperature are reviewed in Section 5.3.5.2.

5.3.5.1 Linearization of Resistance Measurements

Among other shortcomings, voltage dividers have a nonlinear resistance-to-voltage transfer function. As a result, the sensitivity of the circuit is not constant over the dynamic range of the sensor. The resistance-to-voltage relationship can be easily linearized, however, by driving the sensing element at constant-voltage or constant-current. Figure 5.10a illustrates a constant-voltage measurement circuit that employs a virtual ground at the inverting input of the operational amplifier to apply a constant voltage $V_{CC}$ across the sensor $R_S$ [20]. Negative feedback through a load resistor generates an output that changes linearly with the sensor conductance $G_S$ (the inverse of sensor resistance $R_S$):

$$V_{OUT} = -I_S R_L = -\frac{V_{CC}}{R_S} R_L = -V_{CC} R_L G_S$$

An additional advantage of this circuit is that the load resistor $R_L$ can be chosen to provide different amplification gains.

Constant-current excitation is illustrated in Fig. 5.10b. The current $I_S$ through the sensor is entirely determined by the load resistor since the voltage at the op-amp inverting input is constant and equal to $V_{CC}$ [4]. The differential voltage across the sensor is then linearly proportional to the sensor resistance:

$$V_{OUT} = R_S I_S = R_S \frac{V_{CC}}{R_L}$$

A similar constant-current arrangement can be used to provide a linear resistance-voltage relationship in Wheatstone bridges, as shown in Fig. 5.10c [4]. The operational amplifier provides a virtual ground to the midpoint of the sensor arm, generating a constant current through the sensor:

$$I_S = \frac{V_{CC}}{R_0}$$
The voltage at the output of the op-amp is then proportional to the sensor resistance:

\[ V_0 = -R_S I_S - R_S \frac{V_{CC}}{R_0} \]

and the output of the circuit becomes:

\[ V_{Out} = \frac{1}{2} V_{CC} \left( 1 - \frac{R_S}{R_0} \right) = \frac{1}{2} V_{CC} \left( 1 - \frac{R_0(1-a)}{R_0} \right) = \frac{1}{2} V_{CC} a \]

5.3.5.2 Miscellaneous Functions

A number of miscellaneous compensation functions may be performed with analog circuits. Figure 5.11a shows a logarithmic amplifier that may be used to compensate for the power-law concentration-resistance relationship \( R \propto |C|^{-\beta} \) of metal-oxide chemoresistors [32] and provide an output voltage proportional to the log concentration \( \log[C] \) of the analyte. Figure 5.11b illustrates a circuit that is employed in commercial

\[ \text{VBE} \propto \log(I_C) \]

This simple circuit, however, requires additional compensation for oscillations and ambient temperature [29].
The circuit includes a thermistor $R_{TH}$ (temperature dependent resistor) that adapts the alarm reference voltage $V_{REF}$ according to ambient temperature. The schematic in Fig. 5.11b uses a voltage regulator (7805) to provide a stable 5 V DC supply voltage to the heater and the voltage divider. Finally, the output of the comparator is current-boosted with an NPN transistor in order to drive an alarm.

5.4 Signal Preprocessing

Following an appropriate conditioning stage, the sensor array signals are digitized and either processed online or stored for future analysis. Due to space constraints, the reader is referred to the existing literature [30, 33] for a review of data acquisition for sensor systems (e.g., sample/hold, anti-aliasing, and analog-to-digital conversion). It is important to mention, however, that in order to avoid aliasing effects, the sampling rate during data acquisition should be at least twice the highest frequency in the sensor response. This is known as the Nyquist sampling theorem [34].

With this in mind, we focus our attention on signal preprocessing, the first computational stage after the sensor array data has been sampled and stored into computer memory. The goal of signal preprocessing is to extract relevant information from the sensor responses and prepare the data for multivariate pattern analysis (covered in Chapter 6). The choice of signal preprocessing is critical and can have a significant impact on the performance of subsequent modules in the pattern analysis system [35]. Although signal preprocessing is somewhat dependent on the underlying sensor technology, three general stages can be identified [36]: baseline manipulation, compression, and normalization.

5.4.1 Baseline Manipulation

The first stage of preprocessing consists of manipulating the sensor response with respect to its baseline (e.g., response to a reference analyte) for the purposes of drift compensation, contrast enhancement and scaling. Considering the dynamic response of the sensor $x_S(t)$ shown in Fig. 5.12a, three techniques are commonly employed [3]:

- Differential: the baseline $x_S(0)$ is subtracted from the sensor response. As a result, any additive noise or drift $\delta_A$ that may be present in the sensor signal is effectively removed from the preprocessed response $y_S(t)$:

$$y_S(t) = (x_S(t) + \delta_A) - (x_S(0) + \delta_A) = x_S(t) - x_S(0)$$

$$y_S(t) = x_S(t) - x_S(0)$$  \hspace{1cm} (13)
- Relative: the sensor response is divided by the baseline. Relative measurements eliminate the effect of multiplicative drift $\delta_M$ and provide a dimensionless response $y_S(t)$:

$$y_S(t) = \frac{x_S(t)(1 + \delta_M)}{x_S(0)(1 + \delta_M)} = \frac{x_S(t)}{x_S(0)}$$  \hspace{1cm} (14)

- Fractional: the baseline is subtracted and then divided from the sensor response. Fractional measurements are not only dimensionless but also normalized since the resulting response $y_S(t)$ is a per-unit change with respect to the baseline, which compensates for sensors that have intrinsically large (or small) response levels:

$$y_S(t) = \frac{x_S(t) - x_S(0)}{x_S(0)}$$  \hspace{1cm} (15)

The choice of baseline manipulation technique and response parameter $x_S(t)$ (e.g., resistance, conductance, frequency) is highly dependent on the sensor technology and the particular application, but a few general guidelines can be extracted from

---

**Fig. 5.12** Gas sensor transient response to an odor pulse (a). Transient analysis approaches:
(b) sub-sampling, (c) parameter-extraction, and (d) system-identification
the literature. Gardner et al. [37, 38] have shown that the fractional change in conductance $y_S(t) = (G_S(t) - G_S(0))/G_S(0)$ provides the best pattern-recognition performance for (n-type) MOS chemoresistors, compensating for temperature cross-sensitivity and nonlinearities in the concentration dependence [39]. Fractional methods for MOS chemoresistors are also widely used [40, 41]. In the case of conducting polymer chemoresistors, fractional changes in resistance are commonly employed, both in research prototypes and in commercial instruments [42, 43]. For piezo-electric oscillators, where the response $x_S(t)$ being monitored is a frequency, differential measurements with respect to a reference analyte (and/or an uncoated reference sensor) are commonly used [12, 44]. Differential measurements are also widely used for MOSFETs [45, 46], where the response $x_S(t)$ is a voltage shift in the I(V) curve as described in Section 5.2.3. Finally, a number of variations of these three basic baseline-manipulation techniques have been proposed in the literature, including data-driven procedures to optimize the baseline-manipulation stage for specific applications [35, 36, 47].

5.4.2 Compression

The second stage in preprocessing is aimed at compressing the sensor-array response down to a few descriptors to form a feature vector or fingerprint. In most cases this is performed by extracting a single parameter (e.g., steady-state, final, or maximum response) from each sensor, disregarding the initial transient response, which may be affected by the fluid dynamics of the odor delivery system (covered in Chapter 3). However, with careful instrument design and sampling procedures, transient analysis can significantly improve the performance of gas sensor arrays:

- Improved selectivity. The dynamic response to an odor exposure (and the subsequent odor recovery) carries a wealth of odor-discriminatory information that cannot always be captured with a single parameter. In some situations, transient parameters have also been reported to exhibit better repeatability than static descriptors [48 – 50]. Therefore, sensor transients can be used as dynamic fingerprints to improve selectivity by pattern-recognition means.
- Reduced acquisition time. The duration of the acquisition cycles can be significantly shortened if the initial sensor transients contain sufficient discriminatory information, avoiding the lengthy acquisition times required to reach steady state [51]. As a consequence, the sensors also require less time to recover their baseline, a process that can be particularly slow when the target odors have high concentrations.
- Increased sensor lifetime. By reducing the duration of the odor pulse and, therefore minimizing irreversible binding, the lifetime of the sensors can also be increased.

For these reasons, transient analysis has received much attention in recent years. According to the procedure employed to generate the dynamic fingerprint, transient compression methods can be broadly grouped into three classes:
Sub-sampling methods: As depicted in Fig. 5.12b, these methods exploit dynamic information by sampling the sensor transient response (and/or its derivatives) at different times during the odor exposure and/or odor recovery phase [36, 49, 52, 53].

Parameter-extraction methods: These methods compress the transient response using a number of descriptors, such as rise times, maximum/minimum responses and slopes, and curve integrals. [48, 54 – 56].

System-identification methods: These methods fit a theoretical model (e.g., multi-exponential, auto-regressive) to the experimental transients and use the model parameters as features [55, 57, 58].

Exponential curve-fitting methods can result in nearly lossless compression of the sensor transients, but are computationally intensive [57, 59]. For these reasons, sub-sampling and parameter-extraction methods are more commonly employed. A final word of caution regarding the use of transient information: a large number of dynamic parameters will require an exponentially increasing number of training examples in order to prevent the pattern recognition system from over-fitting the data. Alternatively, one may use resampling techniques (e.g., cross-validation, bootstrap) or regularization (e.g., shrinkage, weight decay) to control the complexity of the model. Further details on small-database considerations and dynamic pattern-recognition methods may be found in Chapter 12 of this Handbook.

5.4.3 Normalization

Normalization constitutes the final stage of digital preprocessing prior to multivariate pattern analysis. Normalization techniques can be broadly grouped in two classes: local and global methods. Local methods operate across the sensor array on each individual “sniff” in order to compensate for sample-to-sample variations caused by analyte concentration and sensor drift, among others. Global methods, on the other hand, operate across the entire database for a single sensor (e.g., the complete history of each sensor), and are generally employed to compensate for differences in sensor scaling. In what follows, we will denote by \( x_{sk}^{(k)} \) the response of sensor ‘s’ to the \( k \)-th example in the database.

5.4.3.1 Local Methods

The most widely used local method is vector normalization, in which the feature vector of each individual ‘sniff’ is divided by its norm and, as a result, forced to lie on a hypersphere of unit radius, as shown in Fig. 5.13d,e:

\[
y_{sk}^{(k)} = \frac{x_{sk}^{(k)}}{\sqrt{\sum_{s} (x_{sk}^{(k)})^2}}
\]

(16)
Vector normalization can be employed to compensate for differences in concentration between samples. Assuming the power-law relationship $x_{s,a}^{(k)} = a_{s,a} [C_a^{(k)}]^\beta$ of metal-oxide chemoresistors [32], where $x_{s,a}^{(k)}$ is the response of sensor ‘s’ to the $k$-th sample of odor ‘a’, $a_{s,a}$ is the sensitivity of sensor ‘s’ to odor ‘a’, and $[C_a^{(k)}]$ is the concentration of the $k$-th sample of odor ‘a’, then:

$$y_{s,a}^{(k)} = \frac{x_{s,a}^{(k)}}{\sqrt{\sum_x (x_{s,a}^{(k)})^2}} = \frac{a_{s,a} [C_a^{(k)}]^\beta}{\sqrt{\sum_x (a_{s,a} [C_a^{(k)}]^\beta)^2}} = \frac{a_{s,a}}{\sqrt{\sum_x (a_{s,a})^2}}$$

(17)

To the extent that these simplifying assumptions hold, vector normalization can therefore be used to compensate for sample-to-sample variations in concentration. In this context, vector normalization can be applied in situations when each odor has a unique concentration, but discrimination is to be performed on the basis of odor quality (e.g., the direction of the response vector $\overrightarrow{x}_a^{(k)}$) rather than odor intensity (e.g., the magnitude of $x_a^{(k)}$). Conversely, this method should not be used when the vector amplitude is known to carry relevant information.
5.4.3.2 Global Methods

Two global procedures are commonly employed in electronic nose systems:

- **Sensor autoscaling**, in which the distribution of values for each sensor across the entire database is set to have zero mean and unit standard deviation:

\[
y_s^{(k)} = \frac{x_s^{(k)} - \text{mean}[x_s]}{\text{std}[x_s]} \tag{18}
\]

- **Sensor normalization**, in which the range of values for each individual sensor is set to [0,1]. This is simply done by subtracting the minimum and dividing by the range of the sensor across the entire database:

\[
y_s^{(k)} = \frac{x_s^{(k)} - \min_{\forall k} [x_s^{(k)}]}{\max_{\forall k} [x_s^{(k)}] - \min_{\forall k} [x_s^{(k)}]} \tag{19}
\]

Global methods are typically used to ensure that sensor magnitudes are comparable, preventing subsequent pattern-recognition procedures from being overwhelmed by sensors with arbitrarily large values. For instance, nearest-neighbors procedures are extremely sensitive to feature weighting, and multilayer perceptrons can saturate their sigmoidal activation functions for large inputs. Sensor normalization makes full use of the input dynamic range but, as illustrated in Fig. 5.13a,c, is very sensitive to outliers since the range is determined by data outliers. Autoscaling, on the other hand, cannot provide tight bounds for the input range but is robust to outliers. However, it must be noted that both techniques can amplify noise since all the sensors (particularly those which may not carry information) are weighted equally.

Logarithm metrics have also been used to compensate for highly nonlinear concentration effects [41]. It is also worth mentioning the Box-Cox transform [60], which could be employed to compensate for nonlinearities, as well as compress the dynamic range of the sensors:

\[
y_s^{(k)} = \begin{cases} 
\frac{(x_s^{(k)})^\lambda - 1}{\lambda} & \lambda \neq 0 \\
\ln(x_s^{(k)}) & \lambda = 0
\end{cases} \tag{20}
\]

5.5 Noise in Sensors and Circuits

Noise is generally considered to be any unwanted effect that obscures the detection or measurement of the desired signal. As shown in Fig. 5.14a, noise can arise at various stages in the measurement process, including the quantity under measurement itself, the sensors, the analog processing system, the data acquisition stage and the digital signal processing system. Among these, noise in the early measurement stages is clearly most harmful as it propagates and can be potentially amplified through the
subsequent stages in the signal pathway [61]. Several noise sources, such as thermal and shot noise, are inherent to the underlying physics of the sensors or electronic components and are, therefore, irreducible. Other types of noise, conversely, are originated from processes that could be avoided, and include $1/f$ noise, transmission and quantization noise.

Thermal noise, also known as Johnson or Nyquist noise, arises in any medium that dissipates energy, such as a conductor. This means that even a simple resistor is a noise source. The open-circuit noise voltage generated by a resistance $R$ is $V_{\text{noise}} = \sqrt{4kTR\Delta f}$, where $k$ is Boltzman’s constant, $T$ is the absolute temperature (Kelvins), and $\Delta f$ is the bandwidth (Hz) over which the measurement is made [23]. Therefore, the larger the resistance, the more noise it can introduce. Thermal noise has a flat power spectral density (PSD), and is oftentimes called white noise in analogy to white light, which has a flat distribution of all frequencies in the visible spectrum. In addition, the amplitude distribution of thermal noise is Gaussian [23].

Shot or Schottky noise arises from the random fluctuations in the number of charge carriers (electrons and holes) that cross a potential barrier in the charge flow, and is typical of p-n junctions in diodes and transistors. The shot-noise RMS current fluctuation is $I_{\text{noise}} = \sqrt{2qI_{\text{DC}}\Delta f}$, where $q$ is the electron charge, $I_{\text{DC}}$ is the average current through the barrier, and $\Delta f$ is the bandwidth. Shot noise is also white and Gaussian [4].

$1/f$ (read ‘one-over- f’) or flicker noise is considered to arise from imperfections in the manufacturing process of electronic components. As the name indicates, $1/f$ noise has
a PSD that is inversely proportional to frequency. For this reason it is also known as low-frequency or pink noise (red is at the low side of the visible spectrum). It is also referred to as excess noise because it appears in addition to white noise, as illustrated in Fig. 5.14b. $1/f$ noise is most pronounced at frequencies below 100 Hz, where many sensors operate, and becomes barely noticeable at frequencies above a few hundred KHz where white noise dominates. In contrast with thermal noise, which equally affects a cheap carbon resistor or the most carefully made resistor, $1/f$ noise can be reduced by using good quality metal film or wire-wound resistors at the early stages of sensor interface circuits [23].

Noise can also be transmitted from interferences such as fluctuations in the DC power supply, 50–60 Hz pickup, changes in ambient temperature, capacitive or inductive couplings, and ground loops. A careful layout and construction of the electronics, with proper shielding and grounding, must be used to reduce electromagnetic interference noise to acceptable levels [23]. In addition, differential measurements, such as the ones in Fig. 5.4d,e, can be employed to compensate for noise effects that are additive in nature. Multiplicative effects, on the other hand, can be reduced by means of ratiometric measurement techniques [5]. Analog filtering (Section 5.3.4) and digital signal preprocessing (Section 5.4) can also be employed to further reduce noise. For instance, differentiation can be used to reduce low-frequency noise (e.g., drift) at the expense of amplifying high-frequency components. Conversely, integration or averaging reduces high-frequency noise while amplifying low-frequency components.

As mentioned earlier, noise can also arise in the latter stages of the signal pathway, primarily during analog-to-digital conversion, when the continuous sensor signals are converted into a discrete subset of values and stored in computer memory. This process introduces nonlinear quantization errors that can be treated as an additional noise source, as depicted in Fig. 5.14c. Quantization noise must be controlled by selecting an appropriate gain in the signal conditioning circuits to fully utilize the dynamic range of the analog-to-digital converter, and by employing differential measurements to remove uninformative baseline offsets in the sensor response [62]. Limitations in machine precision and fixed-point arithmetic can also introduce digital noise in the signal pathway. For a systematic treatment of quantization and finite word-length noise, the reader is referred to the literature [34].

Finally, it is important to notice that the inherent drift and poor repeatability of the sensor responses can sometimes be significantly larger than most of the other noise sources described in this section, effectively limiting the sensitivity of electronic nose systems. As proposed previously [61], the global effect of all these noise sources can be combined into a single parameter called the noise-equivalent concentration, which indicates the gas concentration that results in a unit signal-to-noise ratio.
5.6 Outlook

From their original conception as arrays of homogeneous gas sensors with overlapping selectivities, electronic-nose systems, including those commercially available, are slowly evolving towards hybrid arrays that take advantage of several sensor technologies [63]. The use of sample preconditioning such as thermal-desorption units or chromatographic columns, is also becoming increasingly popular as the means to increase the sensitivity and selectivity of the instrument [64–66]. An additional trend in electronic-nose systems has become the measurement of multiple parameters from the same sensing membrane [67]. We focus our attention on the latter, since the use of hybrid systems does not introduce conceptual problems other than the integration of the various sensor technologies into a single package, and sample preconditioning methods are covered in Chapter 3 of this Handbook. Multiparameter sensing approaches can be broadly grouped in three categories:

- Similar sensing layer but different transduction principles: these systems extract multiple physical parameters from the same sensing layer, such as work function and conductance on MOS sensors, or resistance and mass changes in conducting polymer sensors.
- Similar sensing layer and transduction principle but different operating modes: in this case, the selectivity of the sensor is modified by modulating the operating conditions, such as temperature cycling in MOS sensors or AC impedance spectroscopy in MOS or conducting polymer sensors.
- Similar sensing layer, transduction principle, and operating modes but different features: A third possibility is to extract multiple parameters from the sensor transient response.

In this section, we review a multiparameter technique for metal-oxide sensors that has received much attention in recent years: temperature modulation. AC impedance spectroscopy and transient analysis, which can also been used as multiparameter approaches to improve the selectivity of gas sensors, were covered in Sections 5.2.1.3 and 5.4.2, respectively. For additional material on multiparameter sensor systems the reader is referred to the authoritative review of Weimar and Göpel [67].

5.6.1 Temperature Modulation

The selectivity of metal-oxide sensors is greatly influenced by the operating temperature of the device, since the reaction rates for different volatile compounds and the stability of adsorbed oxygen species are a function of surface temperature [68]. This temperature-selectivity dependence can be utilized to improve the performance of MOS sensors. Rather than maintaining a constant operating point, as described in Section 5.2.4, the temperature of the sensor may be cycled during exposure to an odor.
to obtain a multivariate dynamic signature. Figure 5.15a illustrates the sensitivity profiles of several doped tin-oxide gas sensors at different temperatures when exposed to various analytes. If maximum sensitivity to a particular analyte, say C₃H₈, were needed, a constant temperature of 250 °C for the Pd-doped sensor would then be most suitable. For machine olfaction applications, however, where the analyte detection range is broader, it would be advantageous to capture the response of the sensor over the entire temperature range. Figure 5.15b shows the conductance-temperature dynamic response to various analytes when a sinusoidal voltage (2–5 V, 0.04 Hz) is applied to the heater of a commercial SnO₂ sensor (Figaro TGS813). It can be observed that not only the magnitude of the conductance but also the shape of the dynamic response is unique to each analyte. An excellent survey of temperature modulation in semiconductor gas sensing may be found in [69].

5.7 Conclusions

This chapter has presented the hardware and software components that constitute the interface between chemical sensor arrays and pattern analysis techniques, the two critical building blocks in odor-sensing systems. We have surveyed a number of interface circuits that can be used to generate electrical signals for the most popular gas sensing technologies: chemoresistive, acoustic wave, and field effect sensors. Analog signal conditioning of the resulting electrical signals has also been outlined, including a gentle review of operational amplifiers. Various approaches for controlling the
operating temperature of metal-oxide sensors have also been presented. Finally, preprocessing algorithms to prepare sensor-array data for multivariate pattern analysis have been described. Although often overlooked, careful selection of sensor interface circuits, signal conditioning, and preprocessing is critical for achieving optimal performance in odor-sensing systems.
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