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ABSTRACT 
We describe and compare three methods that can be used to 
normalize articulatory data across speakers. The methods seek to 
explain systematic anatomical differences between a source and 
target speaker without modifying the articulatory velocities of the 
source speaker. The first method is the classical Procrustes 
transform, which allows for a global translation, rotation, and 
scaling of articulator positions. We present an extension to the 
Procrustes transform that allows independent translations of each 
articulator. The additional parameters provide a 35% increase in 
articulatory similarity between pairs of speakers when compared to 
classical Procrustes. The proposed extension is finally coupled 
with a data-driven articulatory synthesizer in an analysis-by-
synthesis loop to select model parameters that best explain the 
predicted acoustic (rather than articulatory) differences. This 
normalization method is able to increase acoustic similarity 
between source and the target speaker by 34%. However, it also 
reduces articulatory similarity by 22%, which suggest that 
improvements in acoustic similarity do not necessarily require an 
increase in articulatory similarity.  

Index Terms– analysis-by-synthesis, articulatory synthesis, 
speaker normalization 

1 INTRODUCTION 
Paralinguistic information in the speech signal, such as cues to the 
speaker’s gender, dialect, emotional state, and age, are generally 
treated as a source of noise in automatic speech recognition. A 
number of acoustic normalization techniques have been proposed 
to reduce the impact of these “noise” sources while maximizing the 
discrimination of linguistic information (i.e. phones) [1]. Gender-
specific acoustic differences are well documented, e.g., females 
have higher fundamental frequencies and an enlarged F1-F2 vowel 
space. Many of these differences, however, are rooted in the 
human anatomy. Female vocal folds are smaller, which cause them 
to vibrate at a higher frequency, and the enlarged F1-F2 vowel 
space has been conjectured to be a compensation for the reduced 
spectral sampling resulting from greater distances between 
harmonics [2].  

Techniques for articulatory normalization are rarer, but seem 
timely given the recent interest in using articulatory information to 
boost the performance of automatic speech recognition systems [3-
6].  In this article, we compare three methods for articulatory 
normalization: the Procrustes transform (global translation, 
rotation, and scaling), an extension of the Procrustes transform 
with independent translation components for each articulator, and 
an analysis-by-synthesis method that seeks to minimize acoustic 
rather than articulatory differences.  

Relation to prior work. Our Procrustes transform is similar to 
the one used by Geng and Mooshammer [7] to investigate vowel 
production strategies independently of speaker-specific vocal tract 
anatomy. The authors presented a qualitative evaluation on a few 
vowels; in contrast, we evaluate the normalization method 
objectively in terms of improvements in articulatory and acoustic 
similarity between speakers. Our analysis-by-synthesis approach is 
also related to that of McGowan and Cushing [8], but has several 
key differences. First, we use a data-driven concatenative 
articulatory synthesizer [9], as opposed to one based on a physical 
model of the vocal tract. Second, our approach is fully automated 
and allows a direct comparison of articulators from two speakers 
(i.e., as opposed to requiring an intermediate vocal tract model.) 
Finally, our study includes consonants and diphthongs and is 
validated on a large number of speaker pairings.  

2 PRIOR WORK 
Techniques for articulatory normalization can be found in 

research on speech kinematics. For instance, Hashi et al. [10] 
identified palatal height as a systematic source of variation that 
could be accounted for by first scaling the articulatory data to a 
common size then expressing the tongue relative to the palate, and 
the lips relative to one another. In an investigation of the different 
ways to produce [r], Westbury et al. [11] expressed tongue pellet 
positions as ordered triple angles to generalize the shape of the 
tongue. Simpson [12] described a weighted palatal normalization 
method to account for gender-specific differences of articulatory 
space. These methods aim to reduce articulatory variability within 
phone categories while preserving differences across categories 
[10].  

These approaches to articulatory normalization, however, are 
in contrast with auditory-based theories of speech production, 
which argue that speakers aim for auditory (rather than 
articulatory) targets because the “same” vowels can be created 
using different articulatory gestures. A few studies have taken this 
view into consideration [8, 13] to perform articulatory inversion 
through analysis-by-synthesis. McGowan and Cushing [8] sought 
to find the static parameters of an articulatory synthesizer (vocal-
tract anatomies and postural settings) such that synthesized vowels 
matched those of a target speaker. The study showed that an 
articulatory normalization step was necessary to account for 
anatomical differences between the target speaker and the standard 
vocal tract model used by the articulatory synthesizer. In contrast, 
Hiroya and Honda [13] focused on differences in articulatory 
dynamics across speakers. For this purpose, the authors developed 
a production model consisting of HMMs of articulatory parameters 
for each phoneme, and state-specific linear mappings for 
articulatory-to-acoustic conversion. To adapt the inversion model 
to a new speaker, the authors used an analysis-by-synthesis loop to 
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adjust the acoustic-to-articulatory mapping parameters so the 
output matched acoustic recordings from the new speaker. 

3 METHODS 
Assume a database of articulatory recordings from a source 
speaker , where  is an articulator vector 
containing the  position of P articulatory markers in a given 
speech frame, and a parallel1 database from a target speaker . 
Assume that each articulator vector is organized as 

 where  denotes anteroposterior position 
(front to back) and  denotes dorsoventral (top to bottom) position. 
We seek to develop a transformation that adapts articulatory data 
from the source speaker to the target speaker; the resulting 
normalized source will be denoted by . The remainder of this 
section presents three methods of articulatory normalization.  

3.1 Classical Procrustes 

The first method considered in this study is the classical Procrustes 
(CP) transform. CP is a geometric transform that includes a global 
translation , scaling , and rotation . For  
articulators, the transform can be expressed as: 

 (1)

where  are the coordinates of the two 
articulators and  are the normalized coordinates. 
The goal is to find parameters  that minimize the L2 
norm (  between the target and normalized source articulators:  

 (2) 

CP has several useful properties: the parameters have a clear 
geometrical interpretation; it can be applied to any point on the 

 plane, which allows subsequent normalization of palatal 
outlines; and it preserves the relative anatomical shape of the 
source speaker. CP also has a unique global minimum in the 
articulatory domain, when limited to a two-dimensional 
translation, scaling, and rotation.  

3.2 Extended Procrustes  

The CP transform is suitable when the relative position of markers 
remains constant, which is not generally the case across speakers 
or even for different recording sessions of the same speaker. To 
address this issue, we propose an extension of the CP transform 
that allows local translations, but maintains a global rotation and 
scale factor in the x/y plane. This extended Procrustes (EP) 
transform adds  parameters to the CP transform, which 
becomes (for  articulators): 

                                                                 
 

1 Further, assume that both datasets have been aligned at the frame level, 
e.g., via dynamic time warping [14]. 

 (3)

The EP solution can achieve a lower articulatory error 
(equation (2)) than CP, but it also has certain disadvantages. First, 
the generality of the transform is lost—it is no longer defined for 
the entire x/y plane but only for each specific marker. Second, an 
analytical solution does not exist; instead, model parameters must 
be optimized through an iterative technique. Our implementation 
uses the Broyden–Fletcher–Goldfarb–Shanno (BFGS) quasi-
Newton optimization procedure, a generalization of the secant 
method for multidimensional problems. Though the EP transform 
has a single optimal solution, the solver may converge to a local 
minimum. To discourage this from happening, model parameters 
are initialized at the CP solution.  

3.3 Analysis-by-synthesis 

Unlike the previous two methods, which minimize the articulatory 
distance between two speakers, the analysis-by-synthesis (ABS) 
approach seeks to find the parameters of an EP transform that 
minimize the expected acoustic distance. Our approach uses an 
articulatory-to-acoustic mapping similar to the data-driven 
concatenative articulatory synthesis procedure of Kaburagi and 
Honda [9].  

Consider a database containing synchronized recordings of 
articulatory  and acoustic frames 

, where ui is an 2P-dimensional vector containing 
articulator positions, and  is an N-dimensional vector containing 
the corresponding acoustic features (i.e., MFCCs). In data-driven 
concatenative articulatory synthesis, one seeks to estimate the 
acoustic features  for a novel articulatory vector  by combining 
units from the database . Assuming that each articulatory 
channel has been previously autoscaled to , the squared 
distance from  to each of the units in the database is: 

 (4)

At this point, and following Kaburagi and Honda [9], we 
estimate the acoustic vector  by finding the M lowest squared 
distances  and computing the weighted sum over the 
corresponding acoustic vectors :  

 (5)

where  subject to the constraint . To improve the 
run time of the ABS algorithm, we reduce the database to 10% of 
its original size using k-means clustering—new units are created 
from the cluster centers of the combined articulatory and acoustic 
vectors. The weighted sum is then performed over the entire 
reduced database to obtain the acoustic estimate : 

 (6)

with  subject to the previous constraints. The objective function 
then becomes a measure of acoustic error: 
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Figure 1.  The first experiment uses a known 
transformation of speaker JW59. Here is his production of 
/sowd/ and the one created using the parameters of the 
simulated speaker. Both the EP and ABS methods 
recovered the simulated parameters. The XRMB database 
includes markers for the upper lip (UL), lower lip (LL), 
mandibular incisor (MNi), mandibular molar (MNm), and 
four positions of the tongue (T1-4). 

 (7)

where  represents the articulatory synthesis function, which 
takes a 2P-dimensional articulator vector and returns an N-
dimensional acoustic vector. As before, we used the BFGS 
procedure to optimize the EP parameters. 

4 EXPERIMENTS 
We compared the three normalization methods using the 
Wisconsin X-ray Microbeam (XRMB) Speech Production 
Database [15], which captures articulatory movements of eight 
sagittal articulatory positions (i.e. upper lip, lower lip, mandibular 
incisor, mandibular molar, and four tongue locations ). Ten native 
Wisconsin speakers 2  were selected: five male and five female 
without mistakes during the VCV (TP013) or CVC (TP016) task. 
The selected tasks were combined and then split into training and 
test sets according to Table 1 to ensure a similar number of CVC 
and VCV tasks. For a given source speaker, target speaker, and 
method of normalization, the normalized source  was evaluated in 
terms of the articulatory and acoustic errors in equations (2) and 
(7), respectively. The final error values in each case was the 
average of two scenarios: training model parameters on set A and 
testing on set B; training on set B and testing on set A (refer to 
Table 1).  

The three normalization methods were validated on two 
experiments. The first experiment established proof-of-concept by 
estimating the normalization transform for a simulated speaker 
(created from JW59) using known rotation (10 degrees), scaling 
(0.9), and translation (16 displacements randomly drawn from the 

                                                                 
 

2 JW11, JW12, JW14, JW26, JW35, JW39, JW40, JW53, JW54, and JW59 

normal distribution ; as a comparison, the four tongue 
pellets span 40 mm). This allowed us to compare the adapted 
articulators  against the (known) ground truth, see Figure 1. The 
second experiment tested the normalization methods on every 
source/target combination from the ten speakers (90 cases 
excluding same-same pairings).  

5 RESULTS 
Results are presented as relative improvements with respect to the 
distance between target and source speakers: 

 (8)

(9)

These measures were deemed to be more reliable than  
and  since baseline scores vary from speaker to speaker.  

Articulatory and acoustic scores from the first experiment are 
shown in Figure 2. Both EP and ABS recovered the solution within 
the tolerances of the optimization algorithm. In contrast, CP 
provides only a 20% improvement in articulatory error, since 
independent translation parameters are needed in order to account 
for changes in the relative position of pellets. Interestingly, results 
with the CP transform show that small improvements in the 
articulatory similarity (20%) can produce considerable 
improvements in acoustic similarity (60%).  

The second experiment exposes the inherent difficulties of 
articulatory normalization when working with real data. Results are 
shown in Figure 3. A multiple comparison test using Tukey's 
honestly significant difference (HSD) criterion found all pairwise 
comparisons to be significantly different. EP outperforms CP in 
both measures, attaining the largest articulatory improvement 
(59%) and the second most acoustic improvement (22%). The 
benefit of the added translation parameters in EP with respect to 
CP is evident by an increase in articulatory improvement from 24% 
to 59%. ABS obtained a 34% acoustic improvement although its 
articulatory score was 22% worse than baseline (i.e., initial 
distance between source and target speaker).  

 
Table 1. The contents of task TP013 and TP016 were 
merged and split to create two balanced sets containing 
VCVs and CVCs.  

Set A Set B 
CVC VCV CVC VCV 
side uhka sewed uhfa 
seed uhma sod uhra 
sued uhta sawed uhzha 
sid uhza sad uhva 
surd uhcha said uhha 
sud uhba soid uhsha 
sowd uhla sood uhya 
sayed uhga uhwa 

uhpa uhna 
uhja uhda 

uhsa 
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Figure 2.  Relative improvement of the normalized 
simulated speaker over the baseline indicates that the 
optimization function is able to estimate the exact 
parameters of a known transform using EP and ABS. CP 
was not expected to capture the complexity of the 
transform since it does not possess enough degrees of 
freedom. 

We also analyzed results with respect to the choice of gender 
for the source and target speaker. For this purpose, we partitioned 
results for each of the six conditions in Figure 3 into four 
categories—FF, FM, MF, and MM (e.g. FM: female source, male 
target) and performed a two-way analysis of variance. Results are 
summarized in Table 2. In terms of articulatory scores, gender 
effects were observed for CP and ABS, but not for EP. CP showed 
a primary effect for target gender: scores for female targets were 
significantly higher than those for male targets (XF>XM). An 
interaction was also present, though not in the direction that was 
predicted: cross-gender scores for FM pairings were significantly 
higher than same-gender scores MM; this was most likely caused 
by a larger baseline difference in the FM condition than MM, 
which allowed for greater gains to be made through normalization. 
ABS also displayed a significant interaction (FF > MF). In terms of 
acoustic scores, gender effects were present for CP and EP, but not 
for ABS. Both source gender and target gender had a significant 
effect for CP; in both cases, female was the higher scoring gender 
(FX>MX and XF>XM). EP showed significantly higher scores 
when the source gender was female (FX>MX).  

6 DISCUSSION 
We have presented three methods for articulatory normalization 
that are based on two geometric transforms (classical vs. extended 
Procrustes) and two alternative objective functions (articulatory vs. 
acoustic similarity). Our results show that the extended Procrustes 
transform can account for a wider range of speaker differences than 
classical Procrustes. When viewed in terms of articulatory 
similarity, the extended Procrustes transform is not affected by the 
gender of the source or target speaker. By incorporating an 
analysis-by-synthesis loop, we have also shown that the extended 
Procrustes transform can be used to find articulatory 
normalizations that optimize acoustic (rather than articulatory) 
similarity. This result is also shown to be unrelated to the gender of 
the source or target speaker. 

In all differences due to gender factors (e.g. CP on articulatory 
scores), females were found to be in the higher scoring group. One 
explanation for this result is that females may have been more 
careful and consistent in their production. Several studies have 
found females to be more intelligible than males [16]. Lindblom 
[17] explains this hypothesis from the perspective of energy 
conservation—since male articulatory gestures consume more 
energy to compensate for their larger vocal tracts, they are also 

more lax in their articulatory targets. A more recent study of 
gender differences in vocal tract dynamics [18] shows that male 
diphthongs are created using greater articulatory excursions at 
higher articulatory speeds, but did not find significant differences 
in articulatory accuracy across genders. 

By coupling a data-driven articulatory synthesis in analysis-by-
synthesis loop, the method allowed us to optimize any articulatory 
transform to maximize acoustic similarity. This technique 
significantly increased acoustic similarity compared to a method 
that aimed towards maximizing the articulatory similarity alone. 
However, the improvements in acoustic similarity came with a 
reduction in articulatory similarity. The results suggested that 
increases in acoustic similarity do not necessarily require 
corresponding increases in articulatory similarity. A possible 
explanation for this finding is the well-known many-to-one 
relationship [19, 20] between articulators and their acoustic 
observations.  

A potential future direction for this research involves a multi-
objective optimization that simultaneously minimizes articulatory 
and acoustic errors. We also plan to investigate whether solutions 
trained on VCV and CVC tasks generalize to continuous utterances 
or whether continuous utterances can be used for training.  
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Figure 3.  Means and confidence intervals for each 
condition. The gains are modest compared to the first 
experiment; one result is worse than the baseline in terms 
of articulatory error (though it offers the most acoustic 
improvement). 

Table 2. Significance results for the 6 two-way ANOVA 
tests that examined source and target gender effects within 
each method. EP was the only method that did not show 
gender effects in the articulatory score. ABS was the only 
method that did not show gender effects in the acoustic 
score. Blank cells were not significant. 

 
Source
gender

Target
gender

Interaction

Articulatory
scores

CP p<0.001 p<0.05 
EP 
ABS p<0.05 

Acoustic
scores

CP p<0.001 p<0.001 
EP p<0.01 
ABS 
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